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Vezméte, prosime, na védomi, ze text ¢lanku odpovida platné pravni uprave ke dni publikace.

Druha vina povinnosti dle AI Aktu

Implementace Narizeni (EU) 2024/1689 (AI Akt) vstupuje do dalsi faze. Od 2. 8. 2025 zacne platit
druhd vlna povinnosti v oblasti regulace umélé inteligence (artificial intelligence, AI) dle Al Aktu,
ktera zasadné ovlivni technologické firmy, poskytovatele Al systémi, regulacni organy i ¢lenské
staty.

Prvni vlnou povinnosti dle AI Aktu, ktera odstartovala regulaci Al v rdmci Evropské unie, jsme se
zabyvali jiz v naSem minulém ¢lanku: Zacala platit prvni vina povinnosti dle AT Aktu.

Druhé vilna povinnosti se bude tykat predevsim obecnych modela Al neboli General Purpose Artificial
Intelligence (dale jen ,GPAI modely”) a transparentnosti jejich uzivani, notifikovanych subjekta
posuzujicich shodu, narodnich dozorovych orgénu a rezimu duvérnosti informaci. Zaroven se
rozbihd i rezim sankci a pokut, ktery vytvari ramec pro vymahani povinnosti vaci poskytovatelim,
dovozclm, distributorim a uzivatelim Al systémd.

Co nas tedy od 2. 8. 2025 ceka?
Transparentnost a odpovédnost u GPAI modela

Jednim z nejvyznamnéjsich pilira nadchazejici faze regulace je Kapitola V Al Aktu, kterd se vénuje
pravé GPAI modeliim. Kapitola V Al Aktu reaguje zejména na prudky rozvoj téchto GPAI modelu,
které lze adaptovat pro Sirokou $kalu pouziti od chatovacich asistentti po analyzu obrazu ¢i tvorbu
obsahu.

GPAI model je typem Al systému dle Al Aktu, ktery je definovan jako model Al, véetné pripadii, kdy
je tento model Al trénovan velkym mnozstvim dat s vyuzitim vlastniho dohledu ve velkém méritku,
ktery vykazuje vyznamnou obecnost a je schopen kompetentné plnit Sirokou skdlu ruznych tkoli bez
ohledu na zptsob, jakym je dany model uveden na trh, a ktery lze zaclenit do riznych navazujicich
systémit nebo aplikaci, s vyjimkou modelil Al, které se pouZzivaji pro ¢innosti vyzkumu, vyvoje nebo
¢innosti zamérené na tvorbu prototypt pred jejich uvedenim na trh[1].

Na rozdil od vysoce rizikovych Al systému (jako jsou napriklad Al systémy pouzivané k rozpoznavani
obli¢eju ve verejném prostoru, Al systémy pro rozhodovani v oblasti zdravotni péce, algoritmy pro
hodnoceni uchaze¢u o zaméstnani ¢i systémy pro rozhodovani v oblasti poskytovani uvért), nejsou
GPAI modely primo vazany na jeden konkrétni ucel, proto jejich regulace predstavuje samostatnou
VyzvU.

0Od 2. 8. 2025 budou mit vSichni poskytovatelé GPAI modelu povinnost zajistit vysokou miru
transparentnosti. Tato povinnost zahrnuje zejména vedeni technické dokumentace, obsahujici
detailni informace o tréninkovych metodach; pouzité vypocetni sile specifikaci modelu, jeho
schopnostech, rizicich a potencidlnich pouzitich. Poskytovatelé GPAI modelll musi navic verejné
poskytnout srozumitelné souhrnné informace o tréninkovych datech, vCetné pripadného pouziti
obsahu, chranéného autorskymi pravy ¢i pravy dusevniho vlastnictvi.


https://www.peytonlegal.cz/zacala-platit-prvni-vlna-povinnosti-dle-ai-aktu/

V Ceské republice bude plnéni téchto povinnosti podpotfeno tzv. regulatornim sandboxem, ktery
bude provozovat Ceské4 agentura pro standardizaci (déale jen ,CAS“).[2] Firmy v ném budou moci
testovat své GPAI modely za podpory statu a ovérovat jejich soulad s pozadavky AI Aktu.
Ministerstvo prumyslu a obchodu (déle jen ,MPO“), které je hlavnim gestorem implementace,
pripravuje také navrh narodni legislativy reflektujici tyto pozadavky.[3]

Novinkou je také povinnost poskytovat navod k pouziti GPAI modelu, ktery musi uzivatele
informovat o jeho fungovani, limitech, moznostech integrace a potencialnich rizicich. Pokud je GPAI
model vyuzit jako komponenta ve vysoce rizikovém Al systému (napr. ty uréené pro vyuziti v oblasti
zdravotnictvi), je poskytovatel GPAI modelu povinen spolupracovat s vyvojarem konecného Al
systému. To znamen4d, zZe bude muset poskytovat technickou podporu, dokumentaci a pripadné se
podilet na posuzovani shody.

Jesté prisnéjsi pravidla plati pro tzv. GPAI modely se systémovym rizikem ve smyslu ¢lanku 51 Al
Aktu, zejména s ohledem na jejich vykonnost a vypocetni kapacitu, kdy hovorime o GPAI modelu
s velkym dopadem. U GPAI modelu se systémovym rizikem musi poskytovatelé pravidelné testovat
jejich vykon, robustnost a odolnost proti zneuziti, zavést systém rizeni rizik a hléasit incidenty.
Zaroven musi tyto GPAI modely zaregistrovat u Evropské komise.

Evropska komise soucasné vydala 18. ¢ervna 2025 Pokyny k rozsahu povinnosti pro poskytovatele
modell umélé inteligence obecného ucelu (GPAI) podle Al Aktu (dale jen ,Pokyny“)[4]. Pokyny
poskytuji vyklad Evropské komise ohledné povinnosti poskytovatelu GPAI modelu. Ackoli nejsou
pravné zavazné, poskytuji cenny nahled na to, jaky pristup pravdépodobné zaujmou narodni
regulatori pri vykladu a prosazovani jednotlivych povinnosti dle Al Aktu.

Oznamujici organy: novy pilir pro posuzovani shody

Od 2. 8. 2025 budou Clenské staty EU povinny urcit, pripadné akreditovat, oznamujici organy podle
podminek stanovenych v AI Aktu. Oznamujici organy musi byt technicky zpusobilé,
nezavislé a nestranné. Podléhaji také dohledu ze strany narodnich akreditacnich orgdni a jejich
¢innost bude koordinovana na evropské urovni.

Ceska republika urcila Utad pro technickou normalizaci, metrologii a statni zku$ebnictvi (déle jen
,UNMZ") jako oznamujici organ, ktery bude registrovat a dohliZet na notifikované subjekty
posuzujici shodu Al systémi. Certifikaci samotnou véak UNMZ provadét nebude. Tu zajisti
specializované organizace, které splni podminky a budou nahlaseny Evropské komisi.[5]

Ukolem oznamujicich orgdnt bude ovérit, zda AI systémy spliuji pozadavky
uvedené v prilohach II a IV Al Aktu, vCetné pozadavki tykajici se kvality dat, rizeni rizik, robustnosti
Al systému, lidského dohledu nebo kybernetické bezpecnosti. Vysledkem bude vydani
osvédceni o shodé, které umozni vést dany systém na evropsky trh. Zaroven bude mozné certifikaci
omezit nebo odebrat, pokud se zjisti nedostatky nebo nové okolnosti, které zvysuji riziko pro
uzivatele nebo dotcené osoby.

Je také dllezité zminit, ze oznamujicim organem se nesmi stat zddna organizace, ktera sama vyviji
nebo prodava Al systémy z divodu mozného stretu zajmu. V praxi tak pujde zejména o nezavislé
specializované a certifika¢ni instituce.

Dozorové organy

Podle Kapitoly VII Al Aktu budou ¢lenské staty EU nové povinny jmenovat nadrodni dozorové organy,
které budou odpovidat za kontrolu uplatnovani pravidel AI Aktu na svém tzemi. Tyto organy musi
byt nezavislé, mit dostatecné lidské i financni zdroje a pravomoci k provadéni Setreni, inspekci,



vyzadovani dokumentace a v krajnich pripadech az k zékazu provozu rizikovych Al systému.

Zrizeni funkéni spravni struktury ma klicovy vyznam pro to, aby se z Al Aktu nestal pouze formalni
predpis, ale skutecné ucinny ndastroj pro ochranu zakladnich prav, bezpecnosti a pravni
jistoty v digitalnim prostoru.

V Ceské republice bylo MPO jmenovéno hlavnim koordinatorem implementace. Byl rovnéZ jmenovén
vladni zmocnénec pro Al a zrizeno Kompetencni centrum pro Al ve statni spraveé.[6]

V souhrnu budou kli¢ovymi institucemi budou dle AI Aktu v rdmci Ceské republiky:

o MPO, jakoZto hlavni koordinator implementaci Al Aktu v Ceské republice;

o Cesky telekomunikaéni urad (dale jen ,CTU"), jakoZto organ dozoru nad trhem, ktery bude
zajistovat dodrzovani pravidel Al Aktu v oblasti trzni regulace;

e UNMZ, jakoZto oznamujici organ, ktery bude jmenovat a oznamovat subjekty posuzovani
shody a monitorovat jejich ¢innost v souladu s pozadavky Al Aktu; a

o CAS, jakoZto organ zodpovidajici za vytvoreni a spravu regulatorniho sandboxu.

Na trovni EU a v ramci horizontélni koordinace bude zaroven zrizen tzv. Evropsky vybor pro umélou
inteligenci (European Artificial Intelligence Board, EAIB), jehoz ¢leny budou zastupci vSech
narodnich dozorovych orgénti a Evropské komise. Ukolem tohoto vyboru bude podporovat jednotné
uplatnovani narizeni, vydavat pokyny, sbirat data o dopadech regulace a usnadnovat informaci mezi
staty.

Ochrana davérnych informaci

Zejména pro technologické firmy a poskytovatele systémi Al je dilezité ustanoveni ¢lanku 78 Al
Aktu (DUvérnost). Al Akt totiz priznava dozorovym organum a dal$im relevantnim institucim rozsahly
ptistup k dokumentaci, zdrojovym datlim a internim informacim o vyvoji Al systémf. Clanek 78 Al
Aktu proto vyslovné stanovi, ze veSkeré diivérné informace véetné obchodnich tajemstvi, technickych
specifikaci nebo slozeni tréninkovych dat, musi byt chranény pred neopravnénym zverejnénim.

Povinnost zachovani divérnosti informaci se vztahuje nejen na Gredniky a zaméstnance dozorovych
organu, ale také na ¢leny notifikovanych subjektt, odborné poradce, ¢leny Evropského vyboru pro
Al a dalsi zapojené osoby. Vyjimku tvori pouze pripady, kdy je sdéleni informaci nezbytné pro vykon
pravomoci podle prava EU, napriklad pri soudnich rizenich nebo v ramci preshranic¢ni spoluprace.

V Ceské republice budou pravidla divérnosti feSena v ramci narodni legislativy, kterou pfipravuje
MPO. Opatreni se maji promitnout do vnitfnich predpist dozorovych organt, aby byla zajiSténa
ochrana obchodnich tajemstvi a technické dokumentace.

Sankce a pokuty dle Al Aktu

V rdmci druhé viny povinnosti dle AI Aktu, nabyvaji u¢inku také ¢lanky 99 a 100 AI Aktu, podle
kterych se za¢nou poprvé uplatnovat prvni sankce a spravni pokuty v ramci regulace Al. Al Akt timto
zajistuje, ze poruseni povinnosti nebude pouze symbolické, ale bude spojeno s redlnymi nasledky.

Nejvyssi sankce se vztahuji na poruSeni absolutnich zédkazu uvedenych v ¢lanku 5 AI Aktu -
zakéazanych praktik Al, jako je napriklad nasazeni zakézanych Al systému, napriklad Al systémy
vyuzivajici podprahové techniky, $kodlivou manipulaci a klamani, vyuzivani zranitelnosti uzivatell a
dalsi. V takovych pripadech muze pokuta dosdhnout az 35 miliona EUR nebo 7 % celosvétového
ro¢niho obratu podniku, podle toho, ktera Castka je vyssi.



Za méné zavazna porusSeni, jako je napriklad nedodrzeni povinnosti tykajicich se dokumentace,
registrace a transparentnosti, se pokuty pohybuji do vy$e 15 milionu EUR nebo 3 % obratu. Pro
fyzické osoby nebo malé a stfedni podniky muze byt sankce upravena s ohledem na primérenost.

Clanek 100 AI Aktu uklada ¢lenskym statlim povinnost zajistit, aby sankéni reZim byl efektivni,
priméreny a odrazujici. Staty zaroven mohou zavést dalsi sankce, vcetné trestnépravnich, pokud to
jejich pravni rad umoznuje. Tim vznikd vicestupnovy systém odpovédnosti, ktery se vztahuje jak na
poskytovatele a vyvojare, tak na dovozce, distributory, uzivatele a v nékterych pripadech i spravni
organy a verejné instituce.

Zavérem

Dnem 2. srpna 2025 tedy vstupuje v u€innost klicova cast Al Aktu, kterd méni pristup k vyvoji,
pouzivani a regulaci umélé inteligence v EU. Firmy, poskytovatelé GPAI modeld, distributori,
dovozci, verejné organy i notifikované subjekty budou muset aktivné plnit nové povinnosti.
Transparentnost, dokumentace, lidsky dohled a rizeni rizik jiz nejsou jen etické ambice, ale stavaji se
pravné vymahatelnym standardem.

Zaroven se poprvé rozbihd sankcni rezim, ktery umoznuje vyznamné finanéni postihy za poruseni
pravidel a povinnosti, postupné vstupujicich v platnost dle Al Aktu. To znamenad, ze jakékoli
opomenuti, napriklad absence navodu u GPAI modelu, nedoddni dokumentace, nebo zanedbani
oznamovaci povinnosti, miuze mit primé pravni dusledky. Vysoké pokuty maji slouzit jako
motivace k odpovédnému pristupu uz od zacatku.

V nejblizsi dobé bude klicové sledovat sekundarni legislativu a provadeéci akty, které upresni
technické standardy a doplni funkcni prvky systému. Pro vSechny dotCené subjekty je proto vhodna
chvile k internim auditiim, vymezeni odpovédnosti a vyhodnoceni toho, zda jejich technologie nebo
¢innost spada pod regulovanou oblast.

Dalsim milnikem pro Al regulaci, ktery nas v budoucnu ceka, je 2. srpen 2026, kdy vstoupi
v platnost zbyvajici ustanoveni AI Aktu, s vyjimkou ¢lanku 6(1). Clanek 6(1) AI Aktu, ktery
upravuje klasifikaci vysoce rizikovych Al systému dle prilohy III AI Aktu, zac¢ne platit az od 2. srpna
2027.
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Dalsi clanky:

e Judikatura: smluvni sjednani prekluzivni lhlity je obecné platné (FIDIC)
e Civilnépravni prostredky ochrany pri koupi falzifikatu
 Novela zakona o pyrotechnice: likvidace profesionalii namisto zmirnéni negativnich vliva

e Konec zakonné koncentrace rizeni? Navrh NejvysSsiho soudu pred Ustavnim soudem
e Soudni poplatky v fizeni o rozvodu manZelstvi a ipravy pomért k nezletilému ditéti po tzv.

rozvodové novele

 Imise ve stavebnim rizeni aneb kde konci verejny zdjem a zac¢ind soukromé pravo?

¢ Uzivani prostoru nad pozemkem treti osobou

e Pristup k nemovitosti pres pozemek treti osoby

o PREHLEDNE: Jak funguje predkladéni plné moci? Posta¢i soudu jen jeji ,fotokopie“? Aneb
vyvoj pravni upravy pozadavki na plnou moc v naSem pravnim systému.

e Vyuzivani nastroji umélé inteligence: pro¢ je GDPR relevantni?

« Transfer Pricing: Na co si dat pozor s blizicim se koncem roku
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