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Vezméte, prosime, na védomi, ze text ¢lanku odpovida platné pravni uprave ke dni publikace.

Evropska pravidla pro univerzalni Al: Jakeé
povinnosti prinaseji nové pokyny Komise?

Od 2. srpna 2025 vstupuje v ucinnost ¢ast narizeni Evropské unie o umélé inteligenci (AI Act), ktera
prinasi nova pravidla pro poskytovatele univerzalnich Al modell (GPAI), jako jsou ChatGPT, Gemini
¢i Claude. Evropska komise zéroven vydala podrobné pokyny, které vysvétluji, koho se povinnosti
tykaji, jak ma byt zpracovana technickd dokumentace, jaké informace musi obsahovat shrnuti
chranénych dat a jak mé fungovat interni politika k autorskym pravam. Dokumentace rovnéz
specifikuje kritéria, kdy se model povazuje za tzv. systemicky GPAI, ktery podléha prisnéjSimu
rezimu. Cilem je zajistit bezpe¢né a transparentni vyuzivani Al, ochranu prav uzivatell a prevenci
rizik spojenych s masovym nasazenim téchto technologii.

Evropska unie se dlouhodobé snazi najit rovnovahu mezi podporou inovaci v oblasti umélé
inteligence a potrebou préavni jistoty a ochrany zakladnich prév. Jednim z nejvyrazngjSich projevu
této snahy je narizeni o umélé inteligenci (dale také pouze jako ,AI Act”), jehoz Cast vénovana
univerzalnim modellim tzv. GPAI (General-Purpose Al) vstoupila v u¢innost 2. srpna leto$niho roku.
Tato pravidla se budou vztahovat zejména na nejznaméjsi a nejpouzivanéjsi platformy, jako jsou
ChatGPT, Gemini nebo méné znamy Claude.

V cervenci letoSniho roku zverejnila Evropska komise dokument s ndzvem Guidelines on the Scope of
the Obligations for GPAI Models, ktery poskytuje podrobny vyklad povinnosti vyplyvajicich z natizeni
o umeélé inteligenci pro poskytovatele tzv. univerzalnich modelt umélé inteligence (General-Purpose
Al Models, dale jen ,GPAI modely”). Pokyny konkretizuji, na koho se tyto povinnosti vztahuji, co
presné musi dotéené subjekty od srpna 2025 plnit, a jak maji vypadat jednotlivé vystupy - zejména
technickd dokumentace, shrnuti chranéného obsahu pouzitych dat nebo informace urcené
uzivatelum modeld.

Ackoli se nejedna o pravné zavazny akt, jde o autoritativni vyklad Komise, ktery bude pri vykladu a
uplatnovani AI Actu v praxi hrat zasadni roli, a to nejen pro poskytovatele Al technologii, ale i pro
pravniky, compliance specialisty a verejnou spravu. Tento clanek prinasi prehled toho, koho se nova
pravidla tykaji, jaké konkrétni povinnosti bude od srpna 2025 nutné dodrzovat, a v jakych pripadech
se mohou uplatnit vyjimky, napriklad u nékterych open-source modelt, které si vysvétlime dale.

Jesté nez se k jednotlivym povinnostem dostaneme, stoji za to vyjasnit si zakladni pojmy. Terminem
GPAI model se rozumi model umélé inteligence, ktery je schopen vykonavat Sirokou Skalu uloh a
funkci, aniz by byl urcen pro konkrétni, predem definovany tucel. Pravé tato flexibilita umoznuje jeho
opétovné pouziti v ruznych kontextech. Mize byt napriklad zakladem jazykového asistenta, nastroje
pro analyzu dat nebo podpory rozhodovani. Dulezité je odliSit GPAI model od samotného systému
umélé inteligence. GPAI tvori zékladni stavebni prvek (foundation model), ktery se muze stat
soucasti vétsiho systému Al s konkrétni funkci nebo tcelem.

Pokyny vymezuji, kdo je poskytovatelem GPAI modelu: jde predevsim o osoby, které model vyvinou
nebo jako prvni zpristupni na trhu EU. Prakticky to muze byt vyvojar modelu, poskytovatel pristupu
prostrednictvim API (aplikacni rozhrani), provozovatel verejného repozitare, kde je model zverejnén,
nebo integrator, ktery model zacleni do tzv. ,Software as a Service” (SaaS) reSeni. Dulezité je, ze



pravidla se vztahuji i na subjekty mimo EU, pokud zpristupni GPAI model uzivatelim na uzemi Unie
- podléhaji stejnému rezimu jako unijni poskytovatelé.

Jednim z dulezitych pojmu, ktery dokument vykladd, je také ,uvedeni na trh” (placing on the
market). Zatimco v jinych oblastech technické regulace mize mit tento pojem tzky vyklad, v
kontextu AI Actu zahrnuje jakykoli zpiisob zpristupnéni GPAI modelu koncovym uzivatelim v EU, at
uz se jednda o jeho zverejnéni ve verejném repozitari, zpristupnéni pres API nebo integraci do
softwaru dostupného evropskym uzivatelim. Nehraje pritom roli, zda je pristup ke GPAI modelu
poskytovan za Uplatu, nebo zdarma. Rozhodujicim faktorem je samotné zpristupnéni.

Nyni se presuneme k vykladu ¢lanku 53 AI Actu, ktery se tykd klicovych povinnosti poskytovatelu
GPAI modelt. Tyto povinnosti zahrnuji vedeni technické dokumentace, poskytovéani informaci dal$im
uzivatelim modelu (tzv. ,downstream deployerim®“), zverejhovani shrnuti chranéného obsahu
pouzitych dat pro trénink a zavedeni vnitrni politiky pro dodrzovani autorského prava.

Zacnéme technickou dokumentaci. Podle narizeni je jeji vedeni povinné pro vSechny GPAI modely,
bez ohledu na to, zda jsou komercné poskytované Ci open-source. Dokumentace by méla zahrnovat
mimo jiné popis architektury modelu, metody pouzité pri trénovani, aplikovana bezpecnostni
opatreni, jakoz i testovaci scénare a jejich vysledky. Cilem je umoznit jak organiim, tak odborné
verejnosti posoudit, zda je model pouzivan odpovédné a v souladu s pravnim ramcem EU.

Dalsi povinnosti je poskytnuti primérenych informaci uzivatelim, kteri GPAI model déle vyuzivaji
nebo implementuji. Tito tzv. ,downstream deployeri” musi mit k dispozici zadkladni prehled o tom, jak
model funguje, jakd méa omezeni a jak ho pouZzivat bezpec¢né a odpovédné. I kdyz se muze zdat, Ze jde
o samozrejmost, Komise touto povinnosti reaguje na praktické nedostatky v transparentnosti u
mnoha modelu, které jsou v soucasnosti na trhu.

Jednim z méné diskutovanych aspektl je povinnost zverejnit shrnuti chranéného obsahu, ktery byl
pouzit pri tréninku modelu. Pokud byly pouzity datové sady, které mohou byt chranény autorskym
pravem, musi poskytovatel GPAI modelu zverejnit jejich obecné shrnuti. Nejde pritom o seznam
konkrétnich tituld nebo autor, postaci uvést napr. kategorie dat, jako jsou ,online encyklopedie”,
,vedecké publikace” nebo ,novinové clanky“. Komise doporucuje vytvorit standardizovanou Sablonu,
ktera usnadni vyplhovani i aktualizaci téchto shrnuti. Ty totiz musi byt pribézné dopliovéna,
zejména pokud dojde k vyrazné zméné modelu ¢i jeho preuceni.

Posledni, ale neméné dulezitou povinnosti je zavedeni tzv. copyright policy - tedy interniho postupu,
ktery ma zajistit, ze pri trénovani modelu nedochézi k porusovani prav tietich osob. Komise tuto
povinnost chépe Siroce: muze zahrnovat pravni analyzu zdroju dat, uzavreni licen¢nich smluv i
technicka opatreni k identifikaci a vylouc¢eni nelegalniho obsahu. Tato politika mé byt nejen formalni,
ale také skutecné aplikovana v praxi, a v pripadé kontroly ji bude treba dolozit.

A pokud si pri ¢teni kladete otazku, co se vlastné rozumi ,tréninkem modelu”, odpovéd neni slozita.
Stejné jako se Clovek uci urcité dovednosti opakovanim a zpétnou vazbou, i modely umélé inteligence
se ,uci” na zékladé rozsahlych datovych sad, které jim pomahaji zlepSovat vykonnost, presnost nebo
schopnost porozuméni. A pravé v této fazi vznikaji nejvétsi pravni i eticka rizika, a proto na ni AI Act
klade takovy diraz.

Dany vyklad se déale vénuje tomu, kdy muze byt GPAI model povazovan za model se systémovym
rizikem (tzv. Systemic GPAI model). To nastane ve dvou pripadech - bud tehdy, kdyz model pri
tréninku spotreboval vice nez 10%> FLOP (,floating point operations” - vypoCetnich operaci s
desetinnymi ¢isly), nebo pokud jej Komise vyslovné za systemicky oznaci. FLOP je technicka jednotka
mérici vypocetni vykon; v tomto pripadé slouzi jako ukazatel rozsahu a slozitosti modelu. Hranice



1025 FLOP odpovida modelim nejvyssi kategorie, tedy tém, které se v praxi mohou stat zakladem pro
Siroce pouzivané systémy s vyznamnym spolecenskym dopadem. Jakmile model tuto definici naplni,
vztahuji se na néj zprisnéna pravidla. Poskytovatel je predevsim povinen notifikovat Komisi, a to
nejpozdéji do dvou tydnu od uvedeni modelu na trh. Spolu s tim prichazi dal$i povinnosti, které maji
zajistit vyssi uroven bezpecnosti a odpovédného pouzivani modelu. Patri mezi né zejména zavedeni
interniho rizeni rizik, pravidelné testovani modelu (vCetné tzv. red-teamingu - simulovaného zneuziti
modelu k nelegitimnim GCellim), sledovéni a hla$eni incidentt, pokud by model zpusobil $kodu nebo
fungoval v rozporu s ocekavanim, a také prijeti odpovidajicich kyberbezpec¢nostnich opatreni.

Tyto povinnosti maji zabranit tomu, aby velmi vykonné modely unikly do prostredi, kde by mohly byt
zneuzity, aby ohrozily stabilitu informacniho prostoru, hospodarskou soutéz ¢i zékladni prava
uzivateld.

Na druhou stranu, nékteré GPAI modely poskytované jako open source mohou byt od ¢asti
uvedenych povinnosti osvobozeny. Tyka se to vSak pouze modell, které spliiuji presnou definici
open-source podle vykladu Evropské komise. Takovy model musi mit volné pristupny zdrojovy kod i
vahy modelu, byt doplnén o dostupnou dokumentaci a informace o pouzitych datech pro trénink,
nesmi byt omezen na nekomerc¢ni vyuziti a jeho pouzivani nesmi vyzadovat registraci ani jiny
schvalovaci proces. Je vSak nutné zduraznit, Zze pokud je open-source model zaroven povazovan za
systemicky GPAI, vyjimky se na néj nevztahuji a poskytovatel musi plnit vSechny povinnosti v plném
rozsahu.

V soucasné dobé mohou poskytovatelé GPAI modela prokazovat svij soulad s AI Actem mimo jiné
prostrednictvim tzv. Code of Practice nebo jinych nastroju tzv. soft law. GPAI Code of Practice, ktery
Evropska komise predstavila 10. ¢ervence 2025, je dobrovolny kodex, jenz mé poskytovatelim
pomoci plnit pozadavky AI Actu v praxi. Obsahuje tri hlavni oblasti: transparentnost, dodrzovani
autorskych prav a bezpecnost véetné kybernetické ochrany, zejména u systemickych modelll. Komise
uznava dodrzovéni tohoto kodexu jako nejjednodu$si zpusob, jak prokéazat soulad s pravnimi
pozadavky, a rada velkych technologickych spolecnosti se k nému jiz prihlasila. Dodrzovani téchto
kodexu je zatim dobrovolné, avSak Komise predpoklada, ze v budoucnu se stanou dilezitym prvkem
compliance v oblasti Al. Pokud by se ukézalo, Ze dobrovolna samoregulace nepostacuje, muze
Komise vydat tzv. common specifications - zavazné technické normy, které jiz budou pravné
vymahatelné. Na jejich prijeti si vSak jesté budeme muset pockat.

Co to vSechno znamenad pro firmy a podnikatele, kteri GPAI modely vyvijeji nebo poskytuji? Od 2.
srpna 2025 by jiz méli mit provedenou analyzu, zda jejich model spada pod definici GPAI. Na zakladé
toho je vhodné mit alespon radmcovou technickou dokumentaci, rozhodnout se, zda vyuziji Code of
Practice, a v pripadé systemickych modell nastavit interni procesy pro notifikace, testovani,
sledovani incidentt a dal$i povinnosti, o nichz jsme se zminili vy$e. Zvlastni pozornost si zaslouzi
notifika¢ni povinnost u systemickych GPAI modelu, kterd musi byt splnéna do dvou tydnl od uvedeni
modelu na trh. To je velmi kratka lhuta, a proto je nutné ji vénovat velkou pozornost.

Zavérem lze Tici, ze nové povinnosti prinadseji nejen regulatorni zatéz, ale i prilezitost. Poskytovatelé,
kteri se za¢nou pripravovat vcas, ziskaji konkurencni vyhodu, protoze budou schopni rychle a bez
vétsich komplikaci reagovat na pozadavky zakazniku, partnert i regulac¢nich organu. Vzhledem k
rychlému vyvoji Al technologii je navic pravdépodobné, Ze pravni ramec se bude dale vyvijet. Ti,
kteri budou mit dobre nastavené procesy uz nyni, se na budouci zmény adaptuji mnohem sndaz.



Mgr. Sara Kocmankova

MELKUS KEJLA = PARTNERS

MELKUS KEJLA & PARTNERS advokatni kancelar s.r.o.

Washingtonova 1624/5
110 00 Praha 1

Tel.: +420 725907 365
e-mail: info@melkuskejla.cz

Zdroje:

1. EU AI Act: Compliance Deadline of August 2, 2025, for General-Purpose Al Models - Lexology.

2. Coje API a k ¢emu slouzi? [Zdroj online - Co je API a k cemu slouzi?].

3. Akt o umélé inteligenci: Jak maji poskytovatelé obecnych Al modelll postupovat, aby splnili
pozadavky zakona - Pravni prostor.

© EPRAVO.CZ - Shirka zakont, judikatura, pravo | www.epravo.cz

Dalsi clanky:

e Rozvod? Uz k nému nemusite. Shrnuti podminek, za jakych nebudete u soudu vyslychéni,

dokonce ani nebude nutnéa Vase osobni ucast
o Jaké kliCové zmény prinasi navrh novely stavebniho zékona?

podnikateli
e Pozemkové upravy aneb ,malé” vyvlastnéni
e Nova éra v boji proti nekalym obchodnim praktikdm: Co prinese nové procesni narizeni EU?
e Licence LUC v podnikatelské strategii provozovatelt dront
e Péce rodic¢t po novele od 1.1.2026
o K ukoncovani sluzebniho poméru po novele zdkona o statni sluzbé

o Aktuality z prava internetu: kybernetickd bezpecnost a online reSeni spora
e Zelené standardy pro vystavbu a renovace: jaké povinnosti prinese nova evropska uprava?
e Byznys a paragrafy, dil 25.: ZapocCteni
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