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Vezméte, prosime, na védomi, ze text ¢lanku odpovida platné pravni uprave ke dni publikace.

K pravni regulaci AI a nékterym pozadavkum
kladenym na advokaty v souvislosti s tim

Ve svété, kde technologicky pokrok neustéale posouva hranice nasich moznosti, se uméla inteligence
(Al, tj. artificial intelligence) rychle stava neoddeélitelnou soucésti nasich osobnich i profesnich
zZivott. Zejména v poslednich mésicich jsme svédky toho, jak Al pronika do celé rady odvétvi a méni
zpusob, jakym tato odvétvi funguji. Vyjimkou neni ani odvétvi prava, resp. pravnich sluzeb, kde Al
nabizi nové moznosti pro zefektivnéni zptisobu poskytovani pravnich sluzeb a jejich inovaci.

V této nové ére, kdy pravnici a technologie tzce spolupracuji, je dulezité porozumét nejen prinostum,
ale rovnéz vyzvam, které Al prindsi.

Pravni uprava

Nejvyznamnéjsi pravni normou na poli Al je v soucasné chvili dosud neucinny navrh narizeni
Evropského parlamentu a Rady, kterym se stanovi harmonizovana pravidla pro umélou inteligenci
(akt o umélé inteligenci) a méni urcité legislativni akty unie (déale jen ,AI akt” nebo ,narizeni”),
ktery ma za cil regulovat vyvoj, nasazeni a vyuzivani umeélé inteligence v ¢lenskych statech EU.[1]
Pavodni navrh Al aktu byl predstaven jiz v dubnu 2021.[2] V navaznosti na vyznamné zmény na poli
Al, mj. v souvislosti s masivnim rozsirenim systému Al typu ChatGPT, ovSem vyvstala potreba do
puvodniho znéni zasahnout.[3] S ohledem na zpravy v medialnim prostoru v souvislosti s touto
posledni verzi Al aktu lze predpokladat, Ze bude znéni AI aktu v souc¢asné podobé predlozeno ke
schvaleni Evropskému parlamentu a mohlo by byt findlné prijato na jare tohoto roku.

Al akt poskytuje v ramci své posledni verze upravenou definici systému Al, ktera zni nasledovné:
,Systém Al je strojovy systém navrzeny tak, aby fungoval s riznou tirovni autonomie a ktery miize
vykazovat adaptivitu a ktery pro explicitni nebo implicitni cile odvodi ze vstupt, které obdrzi, jak
generovat vystupy, jako jsou predpovédi, obsah, doporuceni nebo rozhodnuti, kterd mohou ovlivnit
fyzické nebo virtudlni prostredi.”[4]

Systém Al, jak vyplyva z citované definice, je strojovy systém schopny autonomniho fungovéani a
adaptace. To znamena, ze Al muze provadét ulohy a reagovat na zmény bez lidského zésahu a
dokaze se ,ucit” a prizpusobovat se na zakladé prijimanych dat - pravé aspekt ,uCeni” spojeny

s potencialnim sdilenim vlozenych dat se tfetimi osobami je vyznamnym rizikovym aspektem, o
kterém bude rec nize. Prikladem systému Al, ktery odpovida dotcené definici, je nyni nejpouzivanéjsi
ChatGPT (spolecnosti OpenAl), ktery autonomné a adaptivné generuje relevantni vystupy na zakladé
obdrzenych vstupnich dat a dotaz.

Pojdme si nyni ve stru¢nosti predstavit dil¢i ¢asti ipravy Al aktu.

ATl akt v ¢l. 2 definuje subjekty, na které se narizeni vztahuje, pricemz pro ucely tohoto ¢lanku
uvadime pouze ty z naseho pohledu nejvyznamnéjsi. Mezi tyto subjekty spadaji zejm.
poskytovatelé[5] (nehledé na to, zda jsou z EU ¢i nikoliv) a uzivatelé Al systému[6] (v ramci EU),
a dale dovozci[7] a distributori Al systému[8] (i ze zemi mimo EU, pokud je vystup systému Al
pouzivan v ramci EU).



I v pripadé vyjmenovanych subjekt ovéem Al akt nema dopadat na urcité systémy Al, a to prikladmo
na systémy Al, potazmo jejich vystupy, které maji slouzit vyhradné pro ucely vyzkumu a vyvoje.[9]
Déle nema regulovat ani vyzkum, testovani a vyvoj systému Al pred jejich uvedenim na trh[10] -
jinymi slovy méa poskytnout volné plisobis$té pro vyvojare a regulovat az samotny vysledny (komerc¢ni)
produkt. Al akt tedy zamérné nezahrnuje pravé vyse jmenované Al systémy do své pusobnosti s cilem
pusobit pozitivné na podporu inovaci a technologického pokroku, kdy je poskytnut vyvojarum volny
prostor pro experimentovani a inovace pred uvedenim samotnych Al systému na trh.

Vyznamné je déle také to, ze Gprava Al aktu nemd dopadat na uzivatele systému Al, pokud jsou
fyzickymi osobami, v ramci jejich osobniho uziti (tedy ,nepodnikatelského”).[11]

Velmi vyznamnou je v ramci Al aktu uprava spocivajici v rozdéleni systémi Al de facto dle miry jejich
rizika[12] (Ci potencidlniho negativniho spolecenského dopadu). V ramci Al aktu jsou definovany
celkem 4 kategorie: 1) zcela zakdzané postupy v souvislosti s Al,[13] 2) postupy

s vysokym rizikem (,,high risk systems”), 3) dalsi systémy s vymezenymi povinnostmi,[14] 4) zbytkova
kategorie (bez rizika Ci rizikem nizkym).

Do prvni kategorie Al akt zarazuje nasledujici zakazané ¢innosti/postupy (Cl. 5):

1. Uvéadéni na trh, provozovéani nebo pouzivani Al systému, které vyuzivaji podprahové nebo
zamérné klamavé techniky. Tyto techniky mohou vyznamné zkreslovat informace nebo
manipulovat s chovanim jednotlivcl ¢i skupin, coz vede k rozhodnutim, ktera by osoby bez této
manipulace neucinily.[15]

2. Uvadéni na trh, provozovani nebo pouzivani Al systéml, které cilené zneuzivaji zranitelnosti
jednotlivct nebo skupin na zakladé jejich véku, zdravotniho stavu, socialni nebo ekonomické
situace.[16]

3. Uvéadéni na trh, provozovani nebo pouzivani biometrickych kategorizac¢nich systému, které
klasifikuji jednotlivce na zakladé biometrickych dat s cilem odhalit jejich rasu, politické nazory,
odborové prislusnosti, nabozenské nebo filozofické presvédéeni, sexualni zivot nebo orientaci.
Tento zékaz vSak neplati pro préci v oblasti vymahani prava, kde je mozné biometricka data
legélné ziskana pouzivat.[17]

4. Uvadéni na trh, uvedeni do provozu nebo pouzivani Al systému uréenych pro hodnoceni nebo
klasifikaci jednotlivch ¢i skupin (,social scoring“)[18] zaloZzené na jejich socialnim chovani
nebo predpovidanych osobnostnich charakteristikdach - pokud by takové hodnoceni mélo vést
k znevyhodnéni nebo nepriznivému, neprimérenému ¢i jinak neodiivodnénému zachéazeni.

5. Uvadéni na trh, provozovani nebo pouzivani biometrickych identifika¢nich systému
v realném case ve verejné pristupnych prostorach pro ucely vymahani prava.[19] Pouziti je
pripustné toliko ve striktné vymezenych pripadech (napr. pti patrani po pohreSovanych
osobach).[20]

6. Uvadéni na trh, uvedeni do provozu nebo pouzivani Al systém, které hodnoti rizika trestné
¢innosti jednotlivell pouze na zékladé profilovani nebo posouzeni osobnostnich ryst.[21],[22]

databéze rozpoznavani obliceju prostrednictvim necileného shromazdovéni obrazu z internetu
nebo kamerovych zdznamd.

8. Uvadéni na trh, uvedeni do provozu nebo pouzivani Al systému slouzicich k odvozovani emoci
osob v kontextu prace a vzdélavacich instituci.

Kategorii 2) vysoce rizikovych systému (¢lanek 6) pak definuje Al akt ve struc¢nosti nasledovné.

Vysoce rizikovy je systém, pokud je ,urcen k pouziti jako bezpecnostni soucdst vyrobku nebo je sdm
vyrobkem, na ktery se vztahuji harmonizacni pravni predpisy” (uvedené v priloze Al aktu)



a zaroven na ,produkt, jehoz je dany systém Al bezpecnostni soucdsti, pripadné na samotny tento
systém AI jako produkt se vztahuje povinnost posouzeni shody treti stranou za ticelem uvedeni
tohoto produktu na trh nebo do provozu” (opét dle predpisu uvedenych v priloze Al aktu).

Kromé téchto pripadu jsou jako vysoce rizikové systémy Al povazovany také samostatné
vyjmenované systémy v priloze III, pricemz se jedna o 8 kategorii systému, a to napr. systému
fungujicich za ucelem biometrické identifikace fyzickych osob na dalku; urcCovani pristupu fyzickych
osob ke vzdélavacim institucim; urc¢enych k pouziti pri naboru nebo vybéru fyzickych osob, zejména
pro inzerovani volnych pracovnich mist; urCenych pro pouziti verejnymi organy nebo jménem
verejnych organt za ucCelem hodnoceni naroku fyzickych osob na dévky a sluzby verejné podpory.
Z uvedeného vyctu vyplyva, ze se jedna o systémy, které se tykaji vysoce citlivych oblasti, které
mohou mit potencialné vyznamny dopad do zakladnich lidskych prav, ochrany osobnich udaji, zdravi
apod.

S ohledem na citlivou povahu ¢innosti spadajicich do plisobnosti rizikovych systému Al stanovuje Al
akt dodate¢néd/nadstandardni opatieni pro jejich pouziti. Mezi opatreni souvisejici s vysoce
rizikovymi systémy spada nasledujici (Cl. 8 a nasl. Al aktu): Zavedeni systému rizeni rizik (¢l. 9),
specifické pozadavky na data a jejich spravu (¢l. 10, zejm. v kontextu trénovani Al modell1), vytvoreni
technické dokumentace (¢l. 11) a vedeni zdznamd, resp. protokoll

o prubéhu ¢innosti systému (¢l. 12), transparentnost co do poskytovani moznosti intepretace

a vhodného pouziti ze strany uzivateld, tj. napr. opatreni systému navodem (¢l. 13), zajiSténi toho, ze
uziti systému bude pod efektivnim dohledem fyzické osoby s cilem minimalizovat rizika pro zdravi,
bezpecénost nebo zakladni prava, ktera mohou vzniknout v souvislosti s uzivanim systému; zajiSténi
presnosti, spolehlivosti a kybernetické bezpecnosti.[23]

Zbyvajici dvé kategorie se oproti dvéma dosud predstavenym vyznacuji podstatné nizsi az (v pripadé
posledni kategorie) zddnou mirou regulace. V ramci treti kategorie (, povinnosti transparentnosti
urcitych systému AI“, ¢l. 52) jsou zalozeny zejména povinnosti co do transparentnosti. Jmenovité jde
o poskytnuti takovych informaci, aby byly fyzické osoby informovéany o tom, ze komunikuji se
systémem Al, pokud to neni zrejmé z okolnosti a kontextu pouziti. A stejné tak informaci, ze jsou
fyzické osoby vystaveny pripadnému systému rozpoznavani emoci nebo systému biometrické
kategorizace. Uzivatelé jsou povinné informovani dale v pripadé systému vytvarejiciho obrazovy,
zvukovy nebo video obsah, ktery se znatelné podoba existujicim osobam, objektiim, mistim nebo
jinym subjektum nebo udélostem a ktery by se urcité osobé mohl nepravdivé jevit jako autenticky
nebo pravdivy (tj. pripad tzv. deep fake).[24]

V kontextu dosud rec¢eného lze ucinit nasledujici zavéry. Pouziti prvni kategorie systému bude na
zékladé Al aktu zcela vylouCeno a pouziti druhé kategorie systému s vysokym rizikem navazano na
prisna kritéria. Pricemz tyto dvé kategorie s ohledem na svou povahu nebudou zpravidla
predstavovat systémy spadajici mezi bézné nastroje pouzivané advokatnimi kanceldremi. V ramci
cinnosti advokatnich kancelari ovSem mohou byt relevantni systémy spadajici do zbylych dvou
kategorii s nizsi mirou regulace, prikladmo lze poukazat zejm. na systémy, které budou samy
komunikovat s klienty (,chatboti“), kdy bude nutné zajistit poskytnuti jednoznacnych informaci, ze
osoby komunikuji se systémem Al, a nikoliv clovékem.

Jak jiz bylo reCeno, v souc¢asné chvili neni v kontextu uziti systéma Al uc¢inny zadny komplexni pravni
predpis (na trovni EU ani na trovni tuzemské). V tomto sméru je ovsem nutné pripomenout, ze cela
rada aspektu souvisejicich s uzitim systému Al je jiz upravena v jinych pravnich predpisech ¢i je
z nich minimalné odvoditelna (autorsky zakon, GDPR atd.). Jednim z pravnich predpist je mj. i zakon
¢. 128/1990 Sh., o advokacii, ve znéni pozdéjsich predpist, pricemz nedostatek relevantni pravni
Upravy ve vztahu k systémim Al se alespon ramcové pokusila substituovat Advokatni komora praveé
v navaznosti na Upravu zdkona o advokacii tim, Ze uverejnila Stanovisko k vyuzivani Al pri


https://www.epravo.cz/top/zakony/sbirka-zakonu/zakon-ceske-narodni-rady-o-advokacii-10959.html

poskytovani pravnich sluzeb (ddle jen ,stanovisko“).[25]

V ramci stanoviska se uvadi mj. nasledujici: ,AI je ndstrojem, ktery advokdt v souladu se zdkonem a
stavovskymi predpisy muze vyuzit v souvislosti s poskytovdnim prdvnich sluzeb. (...) Al

v jakékoliv formé nemize byt poskytovatelem prdvni sluzby ve smyslu §1 zdkona o advokacii.”
Z citované pasaze stanoviska vyplyva, ze systém Al sam o sobé nikdy nemuze byt poskytovatelem
pravnich sluzeb. Systém Al nicméné muze slouzit jako nastroj napomocny advokatum v ramci vykonu
jejich ¢innosti. Je tudiz zcela vylouceno, aby systém Al poskytoval typicky odpovédi na dotazy tykajici
se konkrétniho pravniho problému.[26] To by bylo mozné si predstavit pravé napr. v pripadeé jiz
zminéného chatbota, ktery by byl umistén na webovych strankach advokatni kancelare, kde by
samostatné generoval odpovédi na vybrané pravni otdzky, pripadné i celé pravni listiny jako treba
navrhy smluv ¢i pravnich podani. Uziti samostatné komunikujicich chatbott ze strany advokatnich
kancelari je tudiz pripustné jen co do komunikace nespadajici do rezimu poskytovani pravniho
poradenstvi.

Ze stanoviska rovnéz vyplyva, ze v souvislosti s uzitim systému Al v ramci vykonu ¢innosti advokacie
neni jakkoliv omezena zdkonnd odpovédnost advokata.

V zavéru stanoviska se poukazuje na povahu systému Al co do jejich autonomie

a nepredvidatelnosti. A dale také na aspekt tzv. ,uc¢eni” systému Al (ten byl zminén v Gvodu ¢lanku
v souvislosti s definici systému Al v ramci Al aktu), ktery de facto znamena, ze vstupy, které jsou do
systému Al vlozeny, mohou byt primo ¢i neptrimo sdileny s dal$imi uzivateli daného systému, protoze
vstupy/vystupy mohou byt vyuzivany pro rozsirovani védomostni databaze systému. Stanovisko v
tomto sméru poukazuje na skuteCnost, ze v pripadé aspektu ,uceni” bude nemozné ze strany
advokatl zajistit dodrzovéani povinnosti ml¢enlivosti (resp.

i ochranu klientskych dat i osobnich udaju).

Stanovisko v navaznosti na dosud recené stanovuje povinnost advokatl obstarat si pro ucely
zpracovani informaci ¢i udaji (déale téz jako ,klientské udaje“ nebo ,klientska data“), které mu
byly poskytnuty klientem nebo které obsahuji informace o klientech ci jejich pripadech,

v ramci systémi Al (i kdyby se jednalo pouze o ,zpracovani” pro ucely ,uceni” néstroje) souhlas
klienta, ze kterého bude vyslovné vyplyvat prohlaseni, ze je klient srozumén s tim, ze systémy Al
mohou fungovat nepredvidatelné a rovnéz s tim, ze Al systémy mohou poskytnuté klientské
informace (byt anonymizované) sdilet s blize neuréenymi podobnymi systémy.

Stanovisko tak ma zcela zjevné za cil (obdobné jako v pripadé treti kategorie systému dle Al aktu viz
vySe) zajistit vaci klientim dostate¢nou miru transparentnosti. Pokud bychom shrnuli pozadavky
stanoviska kladené na advokaty, vyplyva z nich nasledujici:

1. Advokat je za vSech okolnosti povinen zachovavat ml¢enlivost - jakékoliv uziti systému Al v
rozporu s touto povinnosti je tudiz vylouceno;

2. Pokud mé advokat v imyslu uzivat v souvislosti s klientskymi udaji systému Al, je povinen si
obstarat od klienta jeho souhlas s timto zpracovanim;

3. Dotceny souhlas musi zaroven obsahovat vyslovné prohlaseni klienta o tom, ze je srozumén se
skutecnosti, Ze Al systémy jsou nepredvidatelné a zaroven, Ze klientska data mohou byt sdilena
,S blize neur¢enymi podobnymi systémy”.

V navaznosti na pravé recené lze s jistotou podporit povinnost nakladat s klientskymi udaji pri
pouzivani systému Al pouze za zachovani zakonné povinnosti ml¢enlivosti viz bod 1).

Zbyvajici dvé povinnosti je ovSem namisté podrobit blizsi analyze. V soucasné chvili jiz existuje
nespocet systému Al, které nabizeji ruznorodé funkce a generuji diametralné odlisné vystupy.



Stanovisko zjevné pracuje s konceptem systému Al odpovidajicimu ChatGPT, ktery funguje na bazi
prijimani vstupt a generovani vystupl (na zékladé své rozsahlé databaze dat), pricemz

v pribéhu tohoto procesu dochézi mj. pravé ke zminénému ,uceni” systému. Dusledkem toho mize
byt mj. to, Ze vstupy poskytnuté ChatGPT se propisuji do védomostni baze systému,

a nelze tak zajistit jejich bezpecnost a privatnost - jinymi slovy dochazi k prolomeni povinnosti
mlcenlivosti; pokud se totiz data stavaji soucasti védomostni databaze, nelze vyloucit, Ze systém
nebude jinému uzivateli systému generovat odpovédi obsahujici pravé i tyto klientské udaje.
Samotny ChatGPT ovSem nabizi uzivatelské rozhrani,[27] které na obdobné bézi uceni nefunguji
(resp. v ramci jejich uzivani k ,uc¢eni” a sdileni nedochézi).[28] Vedle ChatGPT samozrejmeé existuje i
rada jinych systému Al s obdobnou funkcionalitou ,nesdileni”. Tyto jiné systémy pritom mohou
nabizet advokatim rtznorodé sluzby spocCivajici napr. v Gpravach textu, prekladech, zpracovani
shrnuti textd ¢i reSersich - pouziti téchto systému Al se tudiZ dot¢ené povinnosti ml¢enlivosti nemusi
viubec dotykat.

V navaznosti na pravé recené se jevi v pripadé uziti téchto ,ne$kodnych” systému Al (u nich? je
vylouceno prolomeni povinnosti ml¢enlivosti, potazmo dalSich povinnosti jako napr. zakaz zneuziti
osobnich udaji) jako nadbytecné. Jedna se s trochou nadsazky o to samé jako kdyby byla nové
stanovena povinnost advokata zadat souhlas klienta s tim, ze bude v souvislosti

s jeho klientskymi udaji pouzivat tiskarnu a kopirku.

V ramci pozadavku pod bodem 3) ma byt klient pro vylouceni vSech pochybnosti srozumén

s tim, ze vystupy systému Al jsou nepredvidatelné a ze klientska data mohou byt dale sdilena. V
uvodu stanoviska je ovSem zcela spravné uvedeno, ze poskytovatelem pravnich sluzeb mize byt
toliko advokat, ktery mj. za vystupy svych sluzeb plné odpovida. Smyslem povinnosti pod bodem 3)
tedy zi'ejmeé neni to, ze advokat ma klienta jaksi ,pripravit” na to, ze vystup, ktery od néj obdrzi byl
generovan v ramci systému Al, je tudiz ,nepredvidatelny” a klient ma tedy do jisté miry pocitati s
tim, Ze nemusi byt tak Uplné spravné. Pravé popsané uziti systému Al by totiz bylo jednoznacné v
rozporu s Upravou zakona o advokacii a dle nazoru autora tohoto Clanku i se samotnym zamérem
stanoviska. Kdybychom pouzili obdobny primér jako

v predchozim odstavci, advokat by klienta skrze souhlas pripravoval na skutec¢nost, ze jeho tiskarna
nemusi tak Uplné spravné tisknout, a tudiz se muze stat, Ze néktera ustanoveni smlouvy budou
chybét nebo nepujdou precist. Srozuméni klienta se skutec¢nosti tykajici se nepredvidatelnosti
systému Al se tudiz jevi jako nadbytec¢né - pouze vznasejici otazniky na strané klienta v tom, pro¢ by
pro néj - jako prijemce profesionédlnich sluzeb méla byt nepredvidatelnost urcitych néstroji v rukou
jeho advokata jakkoliv relevantni.

V obdobném duchu pak vyzniva povinnost upozornit klienta na to, Ze jeho klientska data mohou byt
dale sdilena. Jak jsme si jiz potvrdili v rdmci pozadavku pod bodem 1), klientskd data chranéna
povinnosti ml¢enlivosti, neni mozné v ramci ,ucicich se”, otevienych ¢i jinak nechranénych systému
Al vubec mozné sdilet. Jinymi slovy, advokat by v souladu s povinnosti ml¢enlivosti nemél byt
opravnén dot¢ena klientska data do systému Al jako vstup vubec vlozit - je tak zcela vylouc¢ena napr.
situace, kdy by do ChatGPT advokat pri zahajeni poskytovani pravni sluzby nahral pro prvotni
analyzu prevzaté véci dokument obsahujici davérné, citlivé ¢i osobni tdaje, jejichz nesdileni s tretimi
osobami neni schopen zajistit. Cilem stanoviska pritom jisté nebylo vést advokaty k tomu, aby skrze
dotceny souhlas klient ziskali jakési sui generis zprosténi ml¢enlivosti.

S ohledem na pravé recené lze ucinit zavér, ze bud bude advokat pouzivat systému Al, které jsou
uzpusobené k zachovéni a garantovani povinnosti ml¢enlivosti (a v tom pripadé logicky nepotiebuje
souhlas klienta s tim, ze bude s klientskymi daty nakladdno odli$né), nebo k uzivani systému Al,
které ,nesdileni” klientskych tdaji nejsou schopné zajistit (prolamuji ml¢enlivost), nebude viibec
opravneén pristoupit. Soucasné advokat nebude za zadnych okolnosti opravnén postupovat tak, ze
by uzil systému Al pro generovani vystupu, ktery by nasledné bez revize a pripadné korektury



poskytl klientovi jako vystup své pravni sluzby. Pouziti systému Al advokatem, které nemaji vazbu na
klientskd data (advokat napr. pouziva systém Al pro zpracovani reserse souvisejici judikatury) by
zaroven nemelo nic branit - souhlas klienta se ovsem v takovém pripadé jevi opét jako nadbyte¢ny
(viz primér s kopirkou).

Obstarani vyslovného souhlasu pod bodem 3) se tak s ohledem na vySe uvedenou argumentaci jevi
jako nadbytecné, kdyz ani jedna ze situaci by za zadnych okolnosti viibec neméla nastat (prolomeni
mlcenlivosti), potazmo klienta ovlivnit (nepredvidatelnost vystupu, pouziti systému AI pri
souvisejicich ¢innostech, které ovSem nemaji provazbu na klientské tudaje).

V navaznosti na vySe recené lze pri poskytovani pravnich sluzeb doporucit minimalné nasledujici
kroky.

1. Vydefinovat systémy Al, se kterymi pracuji - jejich povahu, bezpecnost, miru sdileni dat atd.
(napr. skrze analyzu obchodnich podminek poskytovatelll systému Al)

2. Podle povahy vydefinovanych ndastroju nastavily pravidla prace se systémy Al v ramci
kancelare mj. pravé s ohledem na povahu rizika prolomeni mlcenlivosti a ochrany dat;

3. Stanovit pravidla revize vystupu tak, aby byl pro Gcely klientskych vystupu zcela eliminovan
popsany element ,nepredvidatelnosti” (potazmo nespolehlivosti).

Zaver:

Chystana pravni uprava Al aktu prinasi prvni ucelenéjsi pravni ramec stale aktualnéjsi problematiky
Al Jednou ze stézejnich ¢asti Al aktu bude vycet zakladnich subjektl, na které ma Al akt dopadat, a
dale také vycet vyjimek, na které se Al akt vztahovat nebude (prikladmo systémy Al urc¢ené vyhradné

pro vyzkum a vyvoj).

Al akt vymezuje Ctyri kategorie systému Al odstupnovanych podle jejich rizikovosti. Tyto kategorie
zahrnuji zcela zakdzané postupy v souvislosti s Al, systémy s vysokym rizikem, dalsi systémy s
vymezenymi povinnostmi a zbytkovou kategorii s nizkym nebo zadnym rizikem, pricemz z hlediska
pouziti systému Al nebudou zrejmé systémy z prvnich dvou kategorii pro advokatni kancelare
zpravidla prili§ relevantni - povaha téchto systému neodpovidd pozadavkum ¢i standardnim
¢innostem advokatnich kancelari.

Co se tyka relativné nové vydaného stanoviska advokatni komory k moznému vyuziti Al systému pri
poskytovani pravnich sluzeb, stanovisko dle ndzora autoru ¢lanku spravné uvadi, ze systém Al mize
byt nastrojem pouzivanym advokaty v souladu se zdkonem a stavovskymi predpisy, ale nemuze byt
samostatnym poskytovatelem pravnich sluzeb. Soucasné plati, Ze advokati maji za vSech okolnosti
povinnost zajistit ochranu klientskych dat a mlcenlivost.

V navaznosti na tuto vychozi premisu nicméné stanovisko stanovuje advokatim povinnost (pro
pripad vyuzivani systému Al) obstarat si od klientt vyslovny souhlas, ze kterého bude vyslovné
vyplyvat prohlaseni, Ze je klient srozumén s tim, ze systémy Al mohou fungovat nepredvidatelné a
rovnéz s tim, Ze Al systémy mohou poskytnuté klientské informace (byt anonymizované) sdilet s blize
neurcenymi podobnymi systémy.

V kontextu této nové povinnosti advokatu je vSak otazkou, zda je povinnost nastavena skute¢né tak,
aby plnila svij cil (kterym byla zfejmé co nejvy$si mira transparentnosti vuci klientum). Advokati
jsou totiz uz ze zdkona povinni zajistit ochranu dat, ml¢enlivost a dale také profesionalitu svych
pravnich sluzeb. Jakékoliv obstarani souhlasu ¢i srozuméni klienta s tim, ze klientska data mohou byt
sdilena dal nebo Ze obdrzené vystupy pravnich sluzeb mohou byt nepredvidatelné tak z logiky véci
nejsou s popsanymi povinnostmi v souladu. Jinymi slovy, poskytnuti informaci o pouzivani systému Al



klientum (a zajiS$téni jejich srozuméni s touto skutecnosti) sice muze zajistit vy$s$i miru
transparentnosti co do odhaleni vnitfnich postupl ¢i pracovnich procest advokatnich kancelari, ale
samo o sobé nemuze mit dle nazoru autort ¢lanku zadny dopad do vyjmenovanych povinnosti
advokatu.

Soucasneé lze z hlediska vyuzivani Al systému pri poskytovéani pravnich sluzeb doporucit zmapovani si
rizikovosti jednotlivych systémi Al, ktery advokat pouziva ¢i hodla pouzivat,
a nastavit souvisejici pravidla tak, aby jejich vyuzivani bylo v soulad s pravnimi predpisy.

JUDr. Petr Novotny, LL.M.
advokat a partner

JUDr. Jan Musil, LL.M.,
advokatni koncipient
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[1] Vedle toho vznika téz smérnice Evropského parlamentu a Rady o prizpusobeni pravidel
mimosmluvni ob¢anskopravni odpovédnosti umélé inteligence (zkracené smérnice o odpovédnosti za
umeélou inteligenci), ktera ma za cil upravit pravidla a postupy pro vymahdani skody v souvislosti s
pouzivanim Al Dostupné >>> zde.

[2] Znéni v ¢eském jazyce z roku 2021, dostupné >>> zde. Navrh byl schvélen Evropskym
parlamentem dne 13. 3. 2024
https://cc.cz/europarlament-schvalil-regulaci-umele-inteligence-eu-je-prvni-kdo-prisel-s-pravidly-pro-a
i/.

[3] Posledni znéni >>>zde.
[4] Jedna se o preklad autoru tohoto ¢lanku z anglického znéni.

[5] Provider - a natural or legal person, public authority, agency or other body that develops an Al


mailto:info@mt-legal.com?subject=
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52022PC0496R%2801%29
https://eur-lex.europa.eu/legal-content/CS/TXT/HTML/?uri=CELEX:52021PC0206&from=CS
https://data.consilium.europa.eu/doc/document/ST-5662-2024-INIT/en/pdf

system or a general purpose Al model or that has an Al system or a general purpose Al model
developed and places them on the market or puts the system into service under its own name or
trademark, whether for payment or free of charge.

[6] Deployers of Al systems - any natural or legal person, public authority, agency or other body
using an Al system under its authority except where the Al system is used in the course of a personal
non-professional aktivity.

[7] Importer - any natural or legal person located or established in the Union that places on the
market an Al system that bears the name or trademark of a natural or legal person established
outside the Union.

[8] Distributor - any natural or legal person in the supply chain, other than the provider or the
importer, that makes an Al system available on the Union market.

[9] Clanek 2, 5a.: ,This Regulation shall not apply to Al systems and models, including their output,
specifically developed and put into service for the sole purpose of scientific research and
development.

[10] Clanek 2, 5b.: , This Regulation shall not apply to any research, testing and development activity
regarding Al systems or models prior to being placed on the market or put into service; those
activities shall be conducted respecting applicable Union law. The testing in real world conditions
shall not be covered by this exemption.“

[11] Clanek 2, 5c.: ,This Regulation shall not apply to obligations of deployers who are natural
persons using Al systems in the course of a purely personal non-professional aktivity.”

[12] Z odGivodnéni navrhu Al aktu (bod 1.1) se podéava, Ze se jedna o vyznamna rizika pro zdravi a
bezpecnost nebo zakladni prava osob.

[13] Prohibited Artificial Intelligence Practices.

[14] C. 52 Transparency obligations for providers and deployers of certain ai systems / povinnosti
transparentnosti urcitych systému UL

[15] Prikladem mohou byt systémy, které budou vyvolavat u jednotlivcu podvédomé reakce
ovliviiujici chovani napr. zaméstnanct. Prikladem muze Al systém k analyze finan¢niho chovani a
osobnich preferenci klientt tak, aby podprahové apelovaly na obavy a touhy klientl, napriklad
ohledné zabezpeceni budoucnosti nebo dosazeni rychlého zisku. V tomto sméru je nutné poukazat na
skutecnost, ze podobnda forma ovliviiovani zcela nepochybné probihad jiz v souc¢asnosti napr. v ramci
reklamy na socialnich sitich.

[16] Prikladem muze byt pouziti Al marketingu se zaméreném na starsi osoby. Al systém zde



zneuziva jejich zranitelnosti, jako je osamélost nebo zdravotni stav, pro prodej produktt, které
mohou byt nevhodné nebo financné zatézujici pro tuto demografickou skupinu.

[17] Prikladem muze byt Al systém, ktery po provedené analyze bude cilit reklamu podle parametru
odpovidajicich vydefinované specifické skupiné lidi na zakladé jejich charakteristik.

[18] V tomto sméru lze pro predstavu fungovani ,social scoringu” doporucit nasledujici dil serialu
Black mirror, dostupné >>> zde.

[19] Prikladem muze byt Al systém méstské spravy, ktery nepretrzité analyzuje biometrické udaje,
aniz by to bylo pro ucely jednoho z pripustnych divodu viz uvedené vyjimky (takovy monitoring je v
rozporu se zasadami ochrany soukromi a osobnich udaju).

[20] - Patrani po Obétech a PohreSovanych Osobach: Pouziti je dovoleno pro cilené patrani po
obétech unosu, obchodovani s lidmi, sexualniho vykoristovani a pro hledani pohreSovanych osob.

- Prevence Ohrozeni Bezpecénosti: Povoluje se pouziti v pripadech, kde je to nezbytné k prevenci
konkrétniho a bezprostredniho ohrozeni zivota nebo fyzické bezpecnosti osob, nebo k predchazeni
realné a predvidatelné hrozbé teroristického utoku.

- Identifikace Podezielych z Trestnych Cinll: Systémy lze pouZit pro lokalizaci nebo identifikaci osob
podezrelych ze spachani trestnych ¢ina, které jsou v daném c¢lenském staté trestany odnétim
svobody na dobu nejméné ¢tyr let. (zakdzano sledovani napr. verejnych kamerovych systémi pro
nalezeni osoby.

[21] Jako priklad Ize uvést to, ze vézenska sprava implementuje Al systém, ktery analyzuje
osobnostni rysy a socilni profil vézni s cilem predikovat pravdépodobnost jejich recidivy po
propusténi. Systém shromazduje data jako jsou minulé chovani, socidlni vazby a psychologické
profily a vytvari na jejich zakladé rizikovy skor. Tento skér je pak pouzivan k rozhodovani o
podminkach propusténi, pridéleni do urcitych rehabilitacnich programu, nebo k urc¢eni urovné
dohledu po propusténi.

[22] Tento zdkaz neplati pro Al systémy podporujici lidské posouzeni, které je zalozeno na
objektivnich a ovéritelnych skutecnostech.

[23] V navazujicim ¢l. 16 pak Al akt poskytuje vyCet povinnosti poskytovatell a uzivatelu vysoce
rizikovych systému Al a dalSich stran. Rozbor této materie jiz nicméné presahuje zabér tohoto
ramcoveé orientovaného clanku.

[24] K prikladim ,deepfakes” >>> zde, >>> zde.

[25] Stanovisko CAK k vyuZivani Al pii poskytovéani pravnich sluZeb ze dne 15. 9. 2023. Dostupné
>>> zde.


https://www.imdb.com/title/tt5497778/
https://www.creativebloq.com/features/deepfake-examples
https://www.youtube.com/watch?v=oxXpB9pSETo&t=24s
https://advokatnidenik.cz/2023/09/15/stanovisko-cak-k-vyuzivani-ai-pri-poskytovani-pravnich-sluzeb/

[26] Ze stanoviska: ,,Odpovédi na dotazy, které se tykaji reSeni konkrétniho pravniho problému, je
treba povazovat za pravni poradu ve smyslu zakona o advokacii, a proto za poskytovani pravni
pomoci, které je vyhrazeno jen opravnénym osobam. Za velmi nevhodnou je treba povazovat situaci,
kdy je Al pouzivdna na webovych strankach advokata zpiisobem, z néhoz muze potencialni klient
nabyt dojmu, Ze je mu poskytovana pravni porada opravnénym advokatem v souladu s pravnimi
predpisy.”

[27] ChatGPT Team, ChatGPT Enterprise, or our API Platform. Viz obchodni podminky dostupné z:
https://openai.com/enterprise-privacy.

[28] Viz obchodni podminky. Bod 3.2 ,(...) We will not use Customer Content to develop or improve
the Services.” Dostupné z: https://openai.com/policies/business-terms. Enterprise privacy at OpenAl:
»We do not train on your business data (data from ChatGPT Team, ChatGPT Enterprise, or our API
Platform)“ Dostupné z: https://openai.com/enterprise-privacy.
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Dalsi clanky:

e Civilnépravni prostredky ochrany pri koupi falzifikatu
 Novela zakona o pyrotechnice: likvidace profesionalii namisto zmirnéni negativnich vliva

e Konec zakonné koncentrace rizeni? Navrh NejvysSsiho soudu pred Ustavnim soudem
e Soudni poplatky v fizeni o rozvodu manzelstvi a ipravy pomért k nezletilému ditéti po tzv.

rozvodové novele
* Imise ve stavebnim rizeni aneb kde konci verejny zdjem a zac¢ind soukromé pravo?
o Uzivani prostoru nad pozemkem treti osobou

e Pristup k nemovitosti pres pozemek treti osoby
e PREHLEDNE: Jak funguje predkladéni plné moci? Postaci soudu jen jeji ,fotokopie“? Aneb

vyvoj pravni upravy pozadavki na plnou moc v naSem pravnim systému.
e Vyuzivani nastroji umélé inteligence: pro¢ je GDPR relevantni?
e Transfer Pricing: Na co si dat pozor s blizicim se koncem roku

pri preshraniénim podmkan


https://www.epravo.cz/
https://www.epravo.cz/top/clanky/civilnepravni-prostredky-ochrany-pri-koupi-falzifikatu-120520.html
https://www.epravo.cz/top/clanky/novela-zakona-o-pyrotechnice-likvidace-profesionalu-namisto-zmirneni-negativnich-vlivu-120519.html
https://www.epravo.cz/top/clanky/konec-zakonne-koncentrace-rizeni-navrh-nejvyssiho-soudu-pred-ustavnim-soudem-120463.html
https://www.epravo.cz/top/clanky/soudni-poplatky-v-rizeni-o-rozvodu-manzelstvi-a-upravy-pomeru-k-nezletilemu-diteti-po-tzv-rozvodove-novele-120469.html
https://www.epravo.cz/top/clanky/soudni-poplatky-v-rizeni-o-rozvodu-manzelstvi-a-upravy-pomeru-k-nezletilemu-diteti-po-tzv-rozvodove-novele-120469.html
https://www.epravo.cz/top/clanky/imise-ve-stavebnim-rizeni-aneb-kde-konci-verejny-zajem-a-zacina-soukrome-pravo-120462.html
https://www.epravo.cz/top/clanky/uzivani-prostoru-nad-pozemkem-treti-osobou-120451.html
https://www.epravo.cz/top/clanky/pristup-k-nemovitosti-pres-pozemek-treti-osoby-120423.html
https://www.epravo.cz/top/clanky/prehledne-jak-funguje-predkladani-plne-moci-postaci-soudu-jen-jeji-fotokopie-aneb-vyvoj-pravni-upravy-pozadavku-na-plnou-moc-v-nasem-pravnim-systemu-120461.html
https://www.epravo.cz/top/clanky/prehledne-jak-funguje-predkladani-plne-moci-postaci-soudu-jen-jeji-fotokopie-aneb-vyvoj-pravni-upravy-pozadavku-na-plnou-moc-v-nasem-pravnim-systemu-120461.html
https://www.epravo.cz/top/clanky/vyuzivani-nastroju-umele-inteligence-proc-je-gdpr-relevantni-120422.html
https://www.epravo.cz/top/clanky/transfer-pricing-na-co-si-dat-pozor-s-blizicim-se-koncem-roku-120449.html
https://www.epravo.cz/top/clanky/byznys-a-paragrafy-dil-24-digitalizace-korporatniho-prava-eu-cili-na-snizeni-administrativy-pri-preshranicnim-podnikani-120475.html
https://www.epravo.cz/top/clanky/byznys-a-paragrafy-dil-24-digitalizace-korporatniho-prava-eu-cili-na-snizeni-administrativy-pri-preshranicnim-podnikani-120475.html

