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Vezméte, prosime, na védomi, ze text ¢lanku odpovida platné pravni uprave ke dni publikace.

Pravo a umele inteligence: Al Act, osobni
udaje, kyberbezpecnost a dalsi regulace

Pozadavky na zpracovani osobnich tdaju v ¢lenskych statech Evropské unie patfi momentélné k tém
nejprisnéjsim na svété. Hlavnim pramenem prava v této oblasti je obecné narizeni o ochrané
osobnich udaji (GDPR)[1]. Pravé diky tomu je v ramci EU zarucen také volny pohyb osobnich udaju,
ktery nesmi byt nijak omezovén ani zakazovan. Podminkou vSak zustava, ze spravce osobnich tdaju
musi mit pro predani dat dal$imu spravci pravni duvod (titul).

Vyuzivani umeélé inteligence[1] je dnes jasnym trendem. Umeélou inteligenci dnes nasazuje, nebo o
tom alespon plamenné hovori, fada spolecnosti, statnich uradu i samospravnych celkd. Stejné tak se
vynorila fada novych produktl a dodavatelll, kteri nabizeji Al produkty, sluzby a néastroje. O
dodavatelich, kteri na svuj produkt pouze ,prilepili cedulku AI“, aniz by zménili podstatu jejiho
fungovani, ani nemluve.

Kazda organizace, kterd vyviji nebo v praxi zavadi a vyuziva systémy umélé inteligence, by si méla
byt védoma svych pravnich povinnosti. Regulace umélé inteligence se pritom neomezuje pouze na
Akt o umélé inteligenci[2]. Podle zptsobu vyuziti umélé inteligence a oblasti pusobnosti dané
organizace na ni dopadaji i dal$i pravni povinnosti. Povinnosti podle predpisu, které jiz jsou, na
rozdil od Aktu o umeélé inteligenci, pIné G¢inné a vymahatelné.

Koho se tyka Akt o umélé inteligenci?

Zacit bychom ale urcité méli obecnou, a celosvétové prvni, regulaci vyuziti umeélé inteligence -
Aktem o umélé inteligenci. Toto primo aplikovatelné narizeni bylo na Grovni Evropské unie prijato
13. ¢ervna 2024. V souvislosti s vyvojem, distribuci a vyuziti umélé inteligence uklada prava a
povinnosti riznym subjektum, konkrétné:

« Poskytovatellim, tzn. tém, kdo vyviji, necha vyvijet nebo na trh pod svym jménem uvadi systém
umeélé inteligence

 Dovozctm, kteri na EU trhu distribuuji systém umélé inteligence oznaceny jménem, ndzvem
nebo ochrannou zndmkou osoby usazené ve treti zemi

e Zavadéjicim subjektlim, tzn. organizacim, které systém umélé inteligence implementuji a
vyuZzivaji

 Dot¢enym fyzickym osobém, tedy lidem, do jejichz prav a svobod mizZe byt vyuzitim systému
umélé inteligence zasazeno.

Akt o umélé inteligenci nabyva ucinnosti postupné

Akt o umeélé inteligenci byl vyhlasen 13. cervna 2024. Jeho jednotliva ustanoveni vSak nabyvaji
ucinnosti takto:

e Od 2. unora 2025 jsou jiz u¢inna obecna ustanoveni Aktu o umélé inteligenci, tzn. piisobnost
narizeni, vymezeni povinnych subjektt, definice pojmi, povinnost subjektt vyuzivajicich Al
zajistit edukaci uzivatelll a zakaz vyuziti Al pro vysoce rizikové ¢innosti (napf. socialni scoring,
zneuzivani zranitelnosti urcitych skupin osob, analyza emoci na pracovisti i ve skole atd.).



e Od 2. srpna 2025 zacnou byt uc¢innda ustanoveni o rolich a kompetencich dozorovych tradu
v oblasti Al, pravidla pro dozor na EU trovni a nékteré povinnosti souvisejici s obecnymi
modely umélé inteligence.

e Od 2. srpna 2026 budou aplikovatelné povinnosti pro organizace vyvijeci nebo vyuzivajici
(zavadéjici) vysoce rizikové systémy umélé inteligence; témi se rozumi napriklad systémy pro
biometrickou identifikaci na déalku, systémy umélé inteligence vyuzivané v pracovnépravni
oblasti Ci v oblasti vzdélavani, systémy vyuzivané pro vyhodnoceni pristupu k nékterym
produktiim, jako je spotrebitelsky Gvér ¢i zivotni pojisténi atd. Ke stejnému datu budou za¢nou
byt rovnéz aplikovatelné dalsi povinnosti v oblasti transparentnosti pri vyuziti umélé
inteligence.

e Od 2. srpna 2027 pak budou ucinné zbyvajici povinnosti, zejména pravidla pro vysoce
rizikové systémy umeélé inteligence vyuzivanych jako bezpec¢nostni komponenty v produktové
regulaci, napriklad bezpecnost primyslovych vyrobka, hracek, vozidel atd., a pravidla pro
méné rizikové vyuziti umélé inteligence.

Vyuziti vysoce rizikovych systému umélé inteligence bude od pristiho roku podléhat radé
detailnich povinnosti. Pujde zejména o povinnost nastavit celkovou spravu a kontrolu nad vyuzitim
umeélé inteligence (AI governance), definovat a zavést proces pro rizeni rizik, ziskat a udrzovat
aktualni dokumentaci o systému, zajistit lidskou kontrolu, dokumentovat (logovat) fungovani
systému, informovat o jeho vyuziti dotCené fyzické osoby, napr. zaméstnance atd.

Poskytovatelim a dovozclim vysoce rizikovych systému pak prislu$na ustanoveni Aktu o umélé
inteligenci ukladaji radu dalsich povinnosti, od zavedeni systému rizeni kvality, porizovani
dokumentace a povinnou certifikaci nebo prohlaseni o shodé, az po registraci v celounijni evidence
vysoce rizikovych systému umélé inteligence ¢i automatické generovani protokoli o fungovéni
systému, ktery budou jako sluzbu provozovat.

Rozsah povinnosti plynoucich z Aktu o umélé inteligenci pro organizace, které vyuzivaji nebo budou
vyuzivat umélou inteligenci, a rozsah a mira detailu povinnosti pro poskytovatele ¢i dovozce téchto
systému ze zemi mimo EU, je skute¢né velky. Tato skute¢nost oduvodnuje obavy o to, zda té
regulace neni preci jenom prili§ a z Evropské unie si diky ni nevytvorime technicky skanzen.

Az Cas ukaze, jaky bude mit Akt o umeélé inteligenci dopad na praxi vyvoje a vyuziti umélé inteligence
v Evropské unii. Jiz nyni vSak vime, Ze vyuziti umélé inteligence podléhé dal$im pravnim predpisum a
regulacim, z nichz nékteré jsou jiz plné ucinné, aplikovatelné a hlavné vymahatelné.

Al a zpracovani osobnich udaju

Vyuziti systéml umélé inteligence s sebou Casto nese i zpracovani osobnich udaju tak, jak je
definovano v obecném narizeni o ochrané osobnich udaju (GDPR)[3]. Plati jak pro cilené vyuziti
umeélé inteligence v pripadé, kdy organizace cilené vyuZzije umélou inteligenci pro automatizaci
proces zahrnujici zpracovani dat, jako je typicky marketingova komunikace, datové analytika,
hodnoceni zaméstnanctl, zakaznicka podpora atd. O zpracovéani osobnich idaju se ale bude jednat i v
pripadech, kdy je uméla inteligence vyuzivana v jinych procesech, které primarné s osobnimi udaji
nepracuji, protoze i zde dochazi vétsinou alespon k logovani aktivit uzivatelu, zaméstnancu, a

k dalSim operacim s témito osobnimi daty.

Vyuziti umélé inteligence bude obvykle predstavovat pouze dalsi (novy) zplisob zpracovani osobnich
udaj, nikoliv nové zpracovani za samostatnym tGcCelem. Organizace by proto méla primarné
posoudit, jakd rizika pro dot¢ené osoby, subjekty udaju, tento systém prinasi. Zejména v pripadé
systému provozovaném dodavatelem (Al as a Service) je nutné vyhodnotit, k jakym datim bude mit



provozovatel pristup, kde je bude uchovévat (EU vs. tieti zemé[4]) a zda je hodl4 ¢i muZe vyuzivat i
k dal$im ucelum a stat se tak spravce, samostatnym ¢i spole¢nym s danou organizaci.

U externé i interné vyuzivanych modelll umélé inteligence je nutné predevsim zajistit bezpecnost,
integritu a presnost zpracovavanych osobnich daju a o tomto zpusobu zpracovani informovat
dotc¢ené subjekty udaji. V pripadé, kdy bude systém vyuzit v rdmci automatizovaného zpracovani
udaji, které ma pro dot¢enou osobu primé pravni duasledky, musi dané organizace rovnéz zajistit
splnéni specifickych podminek podle ¢l. 22, jimiz jsou:

 Nutnost aplikovat pouze omezeny okruh pravnich davodu k takovémuto zpracovani osobnich
udaju; muze se jednat o zpracovani nezbytné k uzavreni ¢i plnéni smlouvy, povoleno pravem
clenského statu nebo EU nebo zpracovani zalozeném na vyslovném souhlase dotcené osoby.

« Povinnost zavést dodate¢na opatreni, aby mél dot¢eny subjekt tidaju moznost uplatnit pravo
na lidsky zasah ze strany spravce, pravo vyjadrit svlij nazor a pravo napadnout rozhodnuti,
které bylo prijato na zdkladé automatizovaného zpracovani (s vyuzitim umélé inteligence).

e A7 na vyjimky timto systémem nezpracovavat citlivé osobni idaje, napr. biometricka data za
ucelem identifikace, udaje o narodnostnim ¢i etnickém pavodu, o nabozenském ¢i politickém
presvédceni, sexualni orientaci atd.

Kyberneticka bezpecnost

Dalsi pravni oblasti, ktera s vyuzitim umeélé inteligence bezprostredné souvisi, je oblast kybernetické
bezpecnosti.

Dne 17. ledna tohoto roku nabylo uc¢innosti narizeni DORA[5], které se tyka kybernetické
bezpecnosti a provozni odolnosti ve finan¢nim sektoru. Dopada predevsim na poskytovatele
financCnich sluzeb, konkrétné banky, pojistovny, obchodniky s cennymi papiry, platebni instituce,
nékteré zprostredkovatele finanénich produktl, regulované obchodniky s kryptoaktivy atd., a také na
dodavatele, kteri témto finanénim subjektim poskytuji informacni ¢i komunikac¢ni sluzby[6].

Druhou regulaci, ktery v nasledujicich mésicich zasdhne na tisice ¢i nizké desitky tisic ¢eskych
organizaci, bude smérnice NIS2[7], resp. tuto smérnici transponujici novy zékon o kybernetické
bezpecnosti[8]. Ten ulozi fadu povinnosti v oblasti kybernetické bezpec¢nosti organizacim ze sektora
jako je energetika, doprava, zdravotnictvi, ale i nakladani s odpady, poskytovani digitalnich sluzeb,
vyroba a distribuce potravin ¢i verejné spravy a izemni samospravy.

Co maji tyto pravni predpisy spolecného ve vztahu k predmétu naseho ¢lanku, vyuziti umélé
inteligence?

Oba predpisy regulovanym subjektiim ukladaji povinnost definovat, evidovat a kontrolovat své
kritické procesy a souvisejici aktiva a chranit je proti kybernetickym hrozbam. Pokud tato aktiva jsou
sama o sobé systémy umeélé inteligence, nebo je nastroje vyuzivajici umélé inteligence podporuji, pak
povinné subjekty musi do celkového rezimu a pravidel podle natizeni DORA ¢i nového zékona o
kybernetické bezpecnosti zahrnout prave i tento informacéni systém. A i ve vztahu k nému plnit
veskeré dalsi povinnosti v oblasti ochrany informaci, fizeni pristupt, zdlohovani, monitoringu,
zajisténi dostupnosti poskytovanych sluzeb (business continuity) atd.

Jinak receno, pokud systém vyuzivajici umélou inteligenci podporuje kritické ¢i vyznamné funkce,
musi jej organizace chranit tak, jak ji to uvedené predpisy z oblasti kybernetické bezpecnosti
ukladaji. Coz s sebou samozrejmé nese jista specifika, zejména kvuli charakteru a zpusobu fungovani
umeélé inteligence.



Ochrana spotrebitele v ére umélé inteligence

Pokud je umélé inteligence vyuzita pro komunikaci s klienty, fyzickymi osobami vystupujicimi mimo
svoji podnikatelskou ¢innosti, je nutné zohlednit i pravidla pro ochranu spotrebitele. Tyka se to
systémtl, které bud vyrizuji, eviduji nebo pripravuji podklady pro vyrizeni podnéti od spotfebiteld,
napr. zadosti o informace, detaily k produkty, reklamace, stiznosti, dotazy klientt atd. Ve vSech
téchto situacich mize z riznych divodua (nedostatek znalosti ¢i neuplnost tréninkovych dat
vyuzivaného nastroje, mozné algoritmické zkresleni, tzv. Al bias) dojit k tomu, Ze se spotrebiteli bude
jednano agresivné, klamavé, nepravdivé ¢i diskriminacné. A organizace, ktera by takto jednala, by
mohla porusit zejména zakon ¢. 634/1992 Sb., o ochrané spotrebitele.

Jak riziku poskozeni prav spotrebitele pri vyuziti umeélé inteligence predejit?

U systéml umélé inteligence, které takto primo i neprimo zajistuji komunikaci se spottebiteli, je
vhodné prijmout primérenda opatreni ke kontrole, monitoringu a moznosti rychlé upravy jejich
vystupl. V pripadé externé vyuzivanych systému (Al as a Service) se bude jednat predevsim o ziskani
dokumentace od poskytovatele, vCetné ovéreni dat vyuzitych k tréninku modelu. Pro externé i
interné provozovany systém je pak vhodné je nejprve otestovat na omezeném vzorku pripadi a

v nich vyhodnotit, zda vystupy nejsou v rozporu se spotrebitelskou regulaci, zajistit prubézny
monitoring a lidskou kontrolu nad systémem a transparentni informovani dotcenych osob o tom, ze

s nimi primo ¢i neprimo bude interreagovat systém umélé inteligence.

Sektorova regulace upravuje specifické podminky vyuziti Al

Pravni predpisy v radé sektort ukladaji dal$i povinnosti, které je pochopitelné nutné plnit i tehdy,
pokud jsou pri poskytovani regulovanych sluzeb zahrnuty i prvky ¢i systémy umélé inteligence.
Typicky se jedna o nabizeni ¢i zprostredkovani financ¢nich produktt, pti kterym finanéni instituce
musi napriklad zajistit uchovani zaznamu o komunikaci s klienty[9], jsou povinny zajistit
rekonstruovatelnost komunikace a vzajemné interakce s klientem[10] a poskytovat zdjemci o produkt
Sirokou radu informaci[11].

Vsechny tyto povinnosti plati i pri vyuziti systému umélé inteligence, at uz se jednd o distribuci
spotrebitelského tvéru Ci zivotniho pojiSténi, které Akt o umélé inteligenci radi mezi tzv. vysoce
rizikové systémy, nebo jakykoliv dalsi produkt (jiny druh pojisténi, investice, sluzby elektronickych
komunikaci[12], atd.).

Pravnich rizik spojenych s Al je jesté vice!

Vyuziti systéml umélé inteligence s sebou jiz dnes, pred plnou ucinnosti Aktu o umélé inteligenci,
nese radu dalSich pravnich povinnosti a rizik. Za vSechny jmenujme napriklad otazky spojené

s autorskym pravem, at uz ve vztahu k riziku souvisejicimu s daty, na kterych je model trénovan,
nebo k riziku tykajiciho se autorskych prav, resp. prava na vyuziti vystupu ze systému umélé
inteligence.

I kdyz Akt o umélé inteligenci bude v plném rozsahu aplikovatelny az v roce 2027, vyuziti umeélé
inteligence musi byt jiz dnes v souladu s dalSimi pravnim predpisy. Jinak se organizace, které takové
systémy vyvijeji ¢i zavadéji, vystavuji riziku pravniho postihu, véetné pokut.


https://www.epravo.cz/top/zakony/sbirka-zakonu/zakon-o-ochrane-spotrebitele-12641.html
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[1] Pro tcely tohoto Clanku je pojem uméla inteligence vyuzivan dle definice v €l. 3 bodu 1) Aktu o
umeélé inteligenci: , Systémem Al [se rozumi] strojovy systém navrzeny tak, aby po zavedeni fungoval
s ruznymi irovnémi autonomie a ktery po zavedeni muze vykazovat adaptabilitu a ktery za
explicitnimi nebo implicitnimi ucely z obdrzenych vstupl odvozuje, jak generovat vystupy, jako jsou
predikce, obsah, doporuceni nebo rozhodnuti, které mohou ovlivnit fyzicka nebo virtualni prostredi.”

[2] Narizeni Evropského parlamentu a Rady (EU) 2024/1689 ze dne 13. ¢ervna 2024, kterym se
stanovi harmonizovana pravidla pro umélou inteligenci a méni natizeni (ES) ¢. 300/2008, (EU) ¢.
167/2013, (EU) ¢. 168/2013, (EU) 2018/858, (EU) 2018/1139 a (EU) 2019/2144 a smeérnice
2014/90/EU, (EU) 2016/797 a (EU) 2020/1828 (akt o umélé inteligenci).

[3] Narizeni Evropského parlamentu a Rady (EU) ze dne 27. dubna 2016 o ochrané fyzickych osob v
souvislosti se zpracovanim osobnich udajui a o volném pohybu téchto udaju a o zruSeni smérnice
95/46/ES (obecné narizeni o ochrané osobnich udaja).

[4] Viz pravidla pro predavani osobnich tdaji mimo EU/EHS upravena v ¢l. 44 a dale GDPR.

[5] Narizeni Evropského parlamentu a Rady (EU) 2022/2554 ze dne 14. prosince 2022 o digitalni
provozni odolnosti financniho sektoru a o zméné narizeni (ES) ¢. 1060/2009, (EU) ¢. 648/2012, (EU)
¢. 600/2014, (EU) ¢. 909/2014 a (EU) 2016/1011.

[6] Tento pojem je pritom v ¢l. 3 bod 21 narizeni DORA vymezen pomérné Siroce takto: ,Sluzbami
IKT [se rozumi] digitélni a datové sluzby poskytované prostfednictvim systému IKT prubézné
jednomu nebo vice internim nebo externim uzivatelim, véetné hardwaru jako sluzby a hardwarovych
sluzeb, které zahrnuji poskytovani technické podpory prostiednictvim aktualizaci softwaru nebo
firmwaru poskytovatelem hardwaru, s vyjimkou tradi¢nich analogovych telefonnich sluzeb.”


mailto:nonnemann@volny.cz

[7] Smérnice Evropského parlamentu a Rady (EU) 2022/2555 ze dne 14. prosince 2022 o opatrenich
k zajiSténi vysoké spolecné urovné kybernetické bezpecnosti v Unii a 0 zméné narizeni (EU)
€. 910/2014 a smérnice (EU) 2018/1972 a o zruseni sméernice (EU) 2016/1148 (smérnice NIS 2).

[8] V dobé odevzdani tohoto ¢lanku je navrh nového zakona o kybernetické bezpecnosti projednavan
Senatem. Uc¢innost nového zékona lze o¢ekavat na konci roku 2025 ¢i na samém pocatku roku 2026.

[9] Viz napriklad § 79-80 zdkona ¢. 170/2018 Sb., o distribuci pojisténi a zajisténi, nebo § 15 a nasl.
zakona ¢. 256/2004 Sb., o podnikani na kapitalovém trhu.

[10] Napt. dle § 78 zékona ¢. 257/2016 Sbh., o spotrebitelském tvéru.
[11] Pro ilustraci srov. § 132 a dale zédkona ¢. 370/2017 Sh., o platebnim styku.

[12] Viz zdkon ¢. 127/2005 Sb., o elektronickych komunikacich.
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DalSi clanky:

e Civilnépravni prostredky ochrany pri koupi falzifikatu

 Novela zakona o pyrotechnice: likvidace profesionalii namisto zmirnéni negativnich vlivi

« Konec zakonné koncentrace iizeni? Navrh Nejvy$siho soudu pied Ustavnim soudem

* Soudni poplatky v fizeni o rozvodu manzelstvi a ipravy poméru k nezletilému ditéti po tzv.
rozvodové novele

* Imise ve stavebnim rizeni aneb kde konci verejny zdjem a zac¢ind soukromé pravo?

e Uzivani prostoru nad pozemkem treti osobou

. Pf*istup k nemovitosti pres pozemek tret1 osoby

je ?
Vyvoj pravni upravy pozadavki na plnou moc v naSem pravnim systému.
e Vyuzivani ndstroji umélé inteligence: pro¢ je GDPR relevantni?

e Transfer Pricing: Na co si dat Dozor s blizicim se koncem roku

pri preshrani¢nim podnlkan
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