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Vezméte, prosime, na védomi, ze text ¢lanku odpovida platné pravni uprave ke dni publikace.

Regulace umele inteligence v EU, co nas
ceka?

Uméla inteligence (déle jen “Al”) se stala celosvétovym fenoménem a akt o umélé inteligenci (dale
jen “Al ACT”) prichdazi jako prvni komplexni regulace Al na svété, prinasi sjednocena pravidla a
pozadavky v ramci Evropské Unie, to jak na poskytovatele, tak i na provozovatele sluzeb umélé
inteligence. AI ACT byl 13. brezna schvalen jednomyslnou vétSinou Evropského parlamentu. V
¢lanku nize vysvétlime co je to Al, rozebereme jeji kategorizaci a jaké povinnosti z natizeni pro
poskytovatele a provozovatele vyplyvaji.

Nyni probiha finalizace textu pravniky a lingvisty, pricemz formalni schvaleni se ocekava na prelomu
dubna a kvétna. Co Vas jakozto poskytovatele nebo provozovatele téchto sluzeb ceka, co
musite dodrzet a jaké sankce Vam pripadné hrozi? Pravé o tom pojednava tento ¢lanek.

I. Zakladni informace

Evropska Unie prevzala definici Al z nedavno aktualizované definice OECD (Organizace pro
hospodarskou spolupraci a rozvoj), které je EU v plném rozsahu soucasti, zaroven jsou soucasti i
USA, Kanada a dalsi.

“Systéem umélé inteligence je strojové zaloZeny systém, ktery na zdkladé explicitnich nebo
implicitnich cilit odvozuje ze vstupil, které obdrzi, jak generovat vystupy, jako jsou predpovédi,
obsah, doporuceni nebo rozhodnuti, kterd mohou ovlivnit fyzické nebo virtudlni prostredi. Ruzné
systéemy umeélé inteligence se lisi irovni autonomie a adaptability po nasazeni.”

Jak jiz bylo zminéno vyse Al ACT dopada jak na poskytovatele systémd, tak i na jejich provozovatele.

1. Poskytovatelem systému Al je subjekt, ktery systém vyviji a pod svym jménem uvadi na trh
EU, pricemz timto poskytovatelem muze byt fyzickd, pravnicka osoba, ale i organ verejné moci.

2. Provozovatelem systému Al se na druhou stranu rozumi subjekt, ktery systém pouziva pri
vykonu své pravomoci, s vyjimkou, kdy je tento systém vyuzivan pro osobni ucely, nikoliv pro
profesionalni ¢innost. Pozn.: Zde doslo ke zméné, ptvodni ndvrh totiz pouZival pojem
“uzivatel”, coz bylo matouci, protoZe se tim nerozumél koncovy uZivatel, ale prdve
provozovatel.

II. Rozdéleni Al systému do kategorii dle rizika

AI ACT je zaloZzen na rozdéleni Al systému do kategorii dle rizika, které jednotlivé systémy
predstavuji nebo mohou predstavovat a nasledné se podle téchto kategorii odvijeji pozadavky na
poskytovatele a uzivatele. Témi kategoriemi jsou jmenovité:

1. Neprijatelné rizikové systémy Al (zakdzané)
2. Vysoce rizikové systémy Al

3. Omezeneé rizikové systémy Al (GPAI)

4. Minimalné rizikové systémy Al



Prvni kategorie neprijatelné rizikovych systému je zakazana bez dal$iho, druhd zminénda kategorie
podléhéd silné regulaci, na treti kategorii dopada “pouze” pozadavek transparentnosti a posledni
nepodléha regulaci zadné.

II1. Neprijatelné rizikové systémy Al

Prvni vySe zminénou kategorii jsou neprijatelné rizikové systémy Al, které jsou zcela zakazané.
Zakazané jsou tyto systémy AlI, protoze neprijatelné zasahuji do prav garantovanych
Listinou zakladnich prav a svobod (napr.: pravo na ochranu soukromi, svoboda projevu,
shromazdovaci, zdkaz diskriminace a mnoho dalSich). Které systémy Al tedy mezi zakazané
spadaji?

1. AI vyuzivajici lidské zranitelnosti (napr. vék, postizeni);
2. biometrické kategorizacni systémy vyuzivajici citlivé charakteristiky (rasa, sexualni
orientace, politické ¢i ndbozenské nazory atp.), s vyjimkou:
o oznaCovani nebo filtrovani zakonné ziskanych soubort biometrickych udaju nebo v
pripadé kategorizace biometrickych daju organy ¢innymi v trestnim rizeni;
3. pouziti podprahovych, manipulativnich nebo klamavych technik, které narusuji chovani a
obchazeji svobodnou vili;
4. systémy socialniho kreditniho hodnoceni;
shromazdovani obliceju pro vytvareni databaze pro rozpoznavani obliceju;
6. specifické aplikace prediktivniho policejniho dohledu, tj. posuzovani rizika, ze se osoba
na zakladé profilovani nebo posuzovani osobnostnich rysu dopusti trestného ¢inu, s vyjimkou:
o pripadl, kdy se pouziva k doplnéni lidského posouzeni zalozeného na objektivnich,
overitelnych skutec¢nostech primo souvisejicich s trestnou ¢innosti;
7. rozpoznavani emoci na pracovisti nebo ve vzdélavacich institucich, s vyjimkou:
o zdravotnich nebo bezpecnostnich duvodu;
8. pouzivani RBI (Real time ddlkovd biometrickd identifikace) na verejné pristupnych
mistech pro ucely vymahani prava, s vyjimkou:
o zabranéni zdvaznému a bezprostrednimu ohrozeni zivota nebo predvidatelnému
teroristickému ttoku;
o patrani po pohreSovanych osobéch, obétech unosu a osobéch, které se staly obéti
obchodovani s lidmi nebo sexualniho vykoristovani;
o identifikace podezrelych ze zavaznych trestnych cinu (vrazda, ozbrojend loupez,
organizovana trestna ¢innost a dalsi).

o

Pouzivani vyjimek vySe zminéného RBI s Al je povoleno pouze za pripadd, kdy by nepouziti systému
zpusobilo znac¢nou $kodu, zaroven vSak musi byt respektovana zékladni préava a svobody dot¢enych
osob. Systém musi byt registrovany v databazi EU (v naléhavych pripadech muze byt nasazeni
zahajeno bez registrace, pokud bude pozdéji bez odkladu zaregistrovano, zaroven to musi byt radné
oduvodnéno) a policie tak smi ucinit pouze po dokonceni posouzeni dopadu na zékladni prava a
svobody.

Povoleni od soudniho organu nebo nezavislého spravniho organu je pred nasazenim také vyzadovano
(v naléhavych pripadech muze byt systém nasazen bez povoleni, pokud je o néj pozadano do 24
hodin, avSak je-li povoleni zamitnuto musi byt nasazeni ihned ukoncCeno a vSechny vystupy, data
smazany).

IV. Vysoce rizikové systémy Al

DalSi kategorii jsou ty systémy Al, které Evropska unie vyhodnotila jako vysoce rizikové, a to z toho
duvodu, Ze jsou vysoce rizikové budto pro zdravi, bezpe¢nost nebo pro zakladni lidsk& préava a



svobody osob. Tuto kategorii EU stanovuje v priloze II. a III.

Dle prilohy II. AT ACT jsou vysoce rizikové systémy Al ty, které jsou bezpecnostni soucasti vyrobku
nebo vyrobkem samotnym a vztahuji se na né harmonizacni predpisy EU v priloze uvedené. Témi
jsou systémy pouzivané v autonomnich nebo Castecné autonomnich vozidlech, nebo treba
zdravotnické systémy Al urcené pro stanoveni diagndzy nebo 1é¢ebného postupu.

Priloha III. stanovi, ve kterych oblastech jsou systémy Al vysoce rizikové:

1.

Biometricka identifikace, ktera neni zakazana;

2. Vzdélavani (systémy, které maji za Gcel hodnoceni studentt vzdélavacich instituci nebo

8.

instituci odborné pripravy a hodnoceni uc¢astniki zkousek, které jsou vyzadovany pro prijeti ke
studiu);

. Nabor a rizeni pracovniku (systémy hodnoceni kandidati v prubéhu pohovortu pred

zaméstnanim osob a systémy hodnotici vykonnost, chovani osob v rdmci pracovnépravnich
vztahl);

Sprava spravedInosti (systémy Al ur¢ené na pomoc soudnimu organu pri zkoumani a vykladu
faktl a prava a pri uplatiovéani prava na konkrétni soubor skutecnosti);

Sprava kritickeé infrastruktury (voda, plyn, elektrina apod.);

Vymahani prava, pohrani¢ni kontrola, migrace a azyl (detektor 1zi, posouzeni ilegalni
migrace nebo zdravotnich rizik atp.);

. Pristup ke sluzbam (bankovnictvi, pojisténi, socialni davky, resp. systémy, které vyhodnocuji

socialni kredit v této oblasti);
Specifické produkty a/nebo bezpec¢nostni komponenty specifickych produktu

I v této kategorii jsou vSak vyjimky a témi jsou ty systémy Al, které vykondavaji pouze tzkou
proceduralni ulohu, zlepsuji vysledek drive dokoncené lidské prace nebo provadi pripravny ukol k
posouzeni, které je relevantni pro tcely pripadu pouziti v priloze III.

Systémy Al, které jsou zarazeny v této kategorii podléhaji prisné regulaci a na jejich
provozovatele a poskytovatele jsou kladeny prisné pozadavky.

Pozadavky na poskytovatele vysoce rizikovych systému Al:

1.

5.
6.

systém rizeni rizik (zavést systém rizeni rizik, ktery nepretrzité, v ramci celého zivotniho
cyklu systému AI vyhodnocuje rizika, ktera mohou vzniknout a zaroven prijimat vhodna
opatreni);

. data a sprava dat, pouzivanych k trénovani modelu, za uc¢elem ovéreni jejich pripadnych

nedostatku, chyb nebo rizika zkresleni;

. technicka dokumentace a vedeni zaznamu. Prokazatelnost, ze mé systém Al vlastnosti

pozadované AI ACT;

transparentnost a poskytovani informaci provozovatelum Al, povinnost poskytnout
provozovateliim systému Al transparentni informace nezbytné k jeho uzivéani, véetné informaci
o0 jeho ucelu, presnosti, spolehlivosti a kybernetické bezpecnosti, jeho vykonnosti a specifikaci
vstupnich udaji;

lidsky dohled

presnost, spolehlivost a kyberneticka bezpecnost

Pozadavky na provozovatele vysoce rizikovych systému Al:

1.
2.

primeérena a relevantni data s ohledem na tcel systému AlI;
monitorovat provoz vysoce rizikového systému Al, za ucelem predchazeni rizik a zjiStovani



incidentl, pripadné informovat poskytovatele systému Al;

3. uchovavat po dobu nejméné 6 mésicu vybrané protokoly automaticky generované
vysoce rizikovym systémem Al;

4. povinnost provést posouzeni vlivu na ochranu osobnich udaja podle GDPR.

V. Omezené rizikové systémy Al - GPAI

Jednotliva ustanoveni Al ACT se vénuji i tzv. GPAI (General Purpose Artifficial Intelligence), tedy
umelé inteligenci urc¢ené pro vSeobecné ucely, kterou je napriklad celosveétové znama ChatGPT, ale i
graficky Stable Difusion nebo prekladac¢ DeepL. V souvislosti s GPAI se vyskytuji dva pojmy: model
GPAI a systém GPAL

1. Model GPAI, tim se rozumi takovy model umélé inteligence, ktery je vycvicen na velkém
mnozstvi dat, vykazuje znaCnou obecnost a je schopen kompetentné vykonavat Sirokou skalu
ruznych tloh a ktery lze integrovat do ruznych navaznych systémi nebo aplikaci (vyjimkou
jsou vyzkumné a vyvojové modely GPAI).

2. Systém GPAI je zalozen na vy$e zminéném modelu GPAI a je schopen slouzit ruznym ucellim,
a to jak pro primé pouziti, tak pro integraci do jinych systému Al.

Pozadavky na poskytovatele GPAI

Jiné pozadavky se vztahuji na ,bézné“ GPAI, na GPAI s ,volnou a otevrenou licenci”, na systémy
GPAI s jistym ,systémovym rizikem”, a systémy GPAI, které mohou byt pouzity jako vysoce rizikové
systémy AI nebo do nich mohou byt integrovany. Na posledni zminéné dale dopada povinnost
spolupracovat s naslednymi poskytovateli, aby umoznili jejich soulad.

Pozadavky jsou nasledujici:

1. technicka dokumentace, véetné procesu skoleni, testovani a hodnoceni vysledki (tento bod
se nevztahuje na GPAI s volnou a otevrenou licenci);

2. informace a dokumentace, jez maji byt poskytnuty poskytovatelium, kteri budou model
GPAI déle integrovat do svych vlastnich systému Al, aby tito poskytovatelé znali moznosti a
omezeni modelu GPAI. (tento bod se nevztahuje na GPAI s volnou a otevrenou licenci);

3. respektovani autorskych prav;

4. dostatecné podrobné shrnuti obsahu pouzitého pro trénink modelu GPAI.

Dalsi povinnosti plynou pro ty poskytovatele, jejichz systém je kategorizovan jako GPAI se
»Systémovym rizikem“. To se posuzuje podle vypocCetniho vykonu, jehoz kumulativni objem pro
trénovani musi presdhnout 10*° operaci s pohyblivou desetinnou ¢arkou za sekundu. AI ACT vs$ak
stanovi i vyjimky, kdy model presahujici vypocetni vykon nebude zarazen mezi ty se ,systémovym
rizikem”.

Narizeni zavadi u téchto systému dalsi povinnosti proto, ze vysoky vypocetni vykon zvySuje riziko
pripadného zneuziti, ¢ini obtiznéjsi kontrolu a provadéni audita.

Mimo c¢tyri vySe zminéné pozadavky na tyto poskytovatele dopadaji i poZzadavky:

1. dokumentovani a hodnoceni modelu kontradiktorniho testovani s cilem identifikace
systémovych rizik;

2. posuzovani systémovych rizik s cilem je zmirnovat;

3. sledovat, dokumentovat a hlasit zavazné incidenty a nédpravna opateni Gradu pro umélou
inteligenci

4. kyberneticka bezpecnost, respektive zajistit odpovidajici uroven.



VI. Minimalné rizikové systémy Al

Do této kategorie spadaji systémy Al, které se vyuzivaji napriklad k filtrovani nevyzadané posty v e-
mailovych schrankéch, ¢i k integraci ve videohrach. A tyto narizeni nereguluje nijak.

VII. Kdy zac¢ne AI ACT “platit”?

AI ACT se stane platnym 20 dni od vyhlaseni v Urednim véstniku EU, podstatné je ale, kdy vejde v
ucinnost, a to je rozdéleno nasledovné:

1. 6 mésicu - neprijatelné rizikové systémy Al

2. 12 mésict - omezené rizikové systémy Al

3. 24 mésicu - vysoce rizikové systémy Al podle prilohy III.
4. 36 mésicu - vysoce rizikové systémy Al podle prilohy II.

VIII. Zavér

Umeéld inteligence s sebou kromé velkych prilezitosti prinési i velka rizika a ovliviiuje kazdodenni
zivot lidi. Je tedy nepochybné, Ze je jeji regulace tieba, neni vSak priliSna regulace zhoubou pokroku?
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Dalsi clanky:

« Jak funguji planovaci smlouvy v redlnych situacich (1. dil)
e Rozvod? Uz k nému nemusite. Shrnuti podminek, za jakych nebudete u soudu vyslychéni,

dokonce ani nebude nutna Vase osobni ucast

e Jaké klicové zmény prinasi navrh novely stavebniho zakona?

e Byznys a paragrafy, dil 26.: Smiréi fizeni jako alternativni néstroj reSeni sport mezi
podnikateli

e Pozemkové Upravy aneb ,malé” vyvlastnéni

e Nova éra v boji proti nekalym obchodnim praktikdm: Co prinese nové procesni natizeni EU?

» Licence LUC v podnikatelské strategii provozovatelt dron

e Péce rodic¢t po novele od 1.1.2026

o K ukoncovéni sluzebniho poméru po novele zdkona o statni sluzbé

o Aktuality z prava internetu: kybernetickd bezpecnost a online reSeni spora

 Zelené standardy pro vystavbu a renovace: jaké povinnosti prinese nova evropska tuprava?
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