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Vezméte, prosime, na védomi, ze text ¢lanku odpovida platné pravni uprave ke dni publikace.
Rizika vyuzivani algoritmickéeho
managementu na pracovisti

S rozvojem digitalnich technologii se na pracovistich stale Castéji setkdvame s tzv. algoritmickym
rizenim (téZ algoritmickym managementem) - formou rizeni lidské prace, ktera vyuziva algoritmy k
planovani, kontrole, hodnoceni ¢i odménovani zaméstnanct. Tato forma rizeni nachazi uplatnéni
nejen u digitalnich pracovnich platforem typu Uber, Wolt nebo Bolt, ale stéle Castéji i v tradi¢nich
firmach napric¢ raznymi odvétvimi. V pravnim kontextu tento jev predstavuje nové vyzvy z hlediska
ochrany prav zaméstnanct, rovného zachazeni, ochrany soukromi a bezpecnosti a ochrany zdravi pri
praci.

Co je algoritmické rizeni?

Algoritmus Ize obecné chéapat jako predem definovany soubor pravidel ¢i instrukci, které vedou k
urcitému vysledku. S algoritmy se setkdvame kazdy den, jejich vyznam vsSak zasadné vzrostl s
rozvojem umelé inteligence, strojového uceni, geolokacCnich technologii a prace s velkymi daty (big
data).

V pracovnépravnim kontextu mluvime o algoritmickém rizeni, pokud ¢ast manazerskych rozhodnuti
(napr. rozvrhovani smén, pridélovani ukoll, hodnoceni vykonu ¢i rozhodovéani o odménach) ¢ini nebo
doporucuje algoritmicky rizeny software, a to s minimalnim ¢i zaddnym lidskym zésahem. Typicky
nahrazuje ¢innost nizSiho managementu.

Algoritmické rizeni muze vyznamné zefektivnit a zrychlit pracovni procesy. Zaroven vSak muze pro
zameéstnance predstavovat zdroj fyzickych i psychickych obtizi, zvysit tzv. psychosocialni rizika na
pracovisti a v nékterych pripadech byt v primém rozporu se zakonem (napr. s pravem na rovné
zachézeni dle § 16 zdkoniku prace[l] ¢i s pravem nebyt vystaven vylucné automatizovanému
rozhodnuti podle ¢l. 22 GDPR[2]).

Typické oblasti algoritmického managementu

[ pres vySe naznacena rizika je vyuziti algoritmického managementu na vzestupu a nékteré obchodni
modely na ném stoji zcela. Jde zejména o digitalni pracovni platformy, kromé Uberu, Boltu nebo
Woltu lze zminit také napriklad globalni freelancingové platformy jako Upwork nebo Fiverr.
Algoritmické rizeni se tak neomezuje jen na dopravu a rozvoz, ale pronikd i do oblasti
administrativnich, kreativnich ¢i manuélnich Cinnosti.

Algoritmicky management se typicky soustreduje zejména na tri oblasti[3]:

* Rizeni procest, tedy toho, co mé pracovnik udélat, v jakém sledu a v jakém ¢asovém
horizontu (napr. pridélovani zakazek ridiciim taxisluzeb podle polohy a aktuélni dopravni
situace).

e Posuzovani vykonu zaméstnance - systém sleduje ¢as potiebny k provedeni ukonu, ¢etnost
odhlasovéni z aplikace nebo zdkaznickou zpétnou vazbu. Problémem byvd, Zze zpusob, jakym
algoritmus jednotliva kritéria vyhodnocuje, je Casto netransparentni - neni jasné, jaka data do
hodnoceni vstupuji a jakou maji vahu.



e Pracovni disciplina - algoritmus nasledné pracovnika motivuje ¢i ,tresta”, nejcastéji formou
pristupu k lukrativnéjSim zakdazkdm nebo omezenim uctu.

Priklad: Kuryrka Eva

Pani Eva pracuje jako kuryrka pro platformu dorucujici jidlo. Objednavky ji pridéluje mobilni
aplikace, kterd prubézné vyhodnocuje jeji rychlost, spolehlivost, zakaznické hodnoceni a také to, zda
je aktivni v dobé nejvyssi poptavky.

Eva si v§imé, Ze dostava méné zakéazek nez jeji kolegové. Systém je vSak neprihledny a nikdo ji neni
schopen rict, podle jakych kritérii se objednavky rozdéluji. Jedno negativni hodnoceni zdkaznika,
které souviselo s dopravni zacpou a zpozdénim jidla, a algoritmus vyhodnotil jeji vykon jako
»nespolehlivy”.

Aby si zlepsila vysledky, Eva zaCne pracovat i v pozdnich veCernich hodinach, kdy je poptévka vyssi.
To se ale odrazi na jejim zdravi a soukromém zivoté. Presto je hodnocena hure nez kuryfi z husté
obydlenych oblasti. Po nékolika mésicich algoritmus vyhodnoti Evu jako méné vykonnou a omezi ji
pristup k vynosnéjsim zakazkam. Nakonec ji dokonce automaticky zamitne pristup do platformy, bez
moznosti odvoléni.

Rizika algoritmického managementu

VysSe popsany teoreticky scénar dobre ilustruje hlavni rizika algoritmického managementu:

e Netransparentnost kritérii hodnoceni - zaméstnanec nevi, jakou vahu maji jednotlivé
metriky, ani jak algoritmus zpracovava data.

» Absence lidského prezkumu - individualni okolnosti nejsou nijak zohlednény.

 Psychosocialni tlak - snaha udrzet vysoké hodnoceni muze vést ke stresu a ztraté motivace,
protoze vysledky nezavisi jen na schopnostech pracovnika.

o Automatizované rozhodovani o existencnich otazkach - rozhodnuti o odméné ¢i dokonce
propusténi je ¢inéno bez moznosti zaméstnance se branit.

Uvedeny priklad je Cisté hypoteticky, a je zjevné, ze v ceském pravnim systému by zameéstnavatel,
ktery by chtél algoritmicky management aplikovat v uvedeném rozsahu vuci zaméstnanctum, narazil
na mnoho pravnich limitu - plynoucich napriklad z ust. § 16 zadkoniku prace (prava na rovné
zachézeni), ust. § 316 zakoniku prace (omezeni nepretrzitého monitoringu zaméstnance), ¢i prava
nebyt predmétem zadného rozhodnuti zalozeného vyhradné na automatizovaném zpracovani podle
¢cl. 22 GDPR.

Smérnice o zlepsSeni pracovnich podminek pri praci prostrednictvim platformy

Algoritmicky management prinasi zaméstnavatelim velkou efektivitu, nicméné benefity plynou i
samotnym pracovnikiim, zejména pri praci prostrednictvim digitalnich platforem. Moznost nastavit si
pracovni dobu a intenzitu vykonu podle konkrétnich potieb je ze strany pracovniku brana jako hlavni
bonus prace prostrednictvim platformy. Nové formy digitdlni interakce a nové technologie tak
vytvareji pristup k distojnym a kvalitnim pracovnim mistiim pro ty, ktefi tuto moznost tradicné
nemeli.

Tyto nové formy pracovnich prilezitosti vSak prinaseji i fadu potizi. Muze dochazet k postupnému
stirdni hranice mezi pracovnim a osobnim zivotem, k narustu neplacenych prescasu a k



nedodrzovani ¢asu vyhrazeného pro odpocinek. Hrozi také nadmérny technologicky zprostredkovany
dohled, prohlubovani nerovnovahy mezi platformou a pracovnikem, netransparentnost
rozhodovacich procesu a v kone¢ném dusledku i ohrozeni dustojnych pracovnich podminek,
bezpecnosti a ochrany zdravi pri praci, zasady rovného zachazeni a prava na soukromi.

Price prostrednictvim platformy také rozostruje hranice mezi pracovnépravnim vztahem
a samostatnou vydélecnou ¢innosti a mezi povinnostmi zaméstnavateli a zaméstnanct. Vyhnuti se
statusu zaméstnance ma pro dotéené osoby nasledky ve formé ztraty klasické pracovnépravni
ochrany a dal$ich socialnich prav. Vede ale rovnéz k nerovnym podminkam vuci podniktum, které své
pracovniky klasifikuji jako zaméstnance, a méa dusledky pro statni dafiovy systém a systém socialnich
odvodi. Ackoli se tyto problémy netykaji jen prace prostrednictvim platformy, jsou v ekonomice
platforem obzvlasté naléhavé.

Na uvedené problémy proto reaguje Smérnice Evropského parlamentu a Rady (EU) 2024/2831
ze dne 23. rijna 2024 o zlepsSeni pracovnich podminek pri praci prostrednictvim platforem
(dale jen ,Smérnice”). Clenské staty ji musi prevzit do svych pravnich radi nejpozdéji do 2.
prosince 2026.

Smérnice se vztahuje pouze na platformy, které primo organizuji praci osob - typicky Uber, Bolt
nebo Wolt. Nevztahuje se naopak na subjekty, jejichz primarnim ucelem je sdileni aktiv (napr.
AirBnB) ¢i prodej zbozi a sluzeb (napr. online bazary).

Zéasadni otazkou, kterou Smérnice resi, je urceni pracovnépravniho statusu osob pracujicich
prostrednictvim platforem. K tomu zavadi tzv. vyvratitelnou pravni domnénku: jestlize
platforma fakticky vykonava rizeni a kontrolu, ma se za to, ze existuje pracovnépravni vztah. Pokud
chce platforma tuto domnénku vyvratit, nese diukazni bfemeno sama. Domnénka se bude
pravdépodobné uplathovat zejména v rizenich pred inspektoratem prace (typicky pri posuzovani tzv.
Svarcsystému), v navazujicich soudnich sporech i v civilnich rizenich mezi platformami a jejich
pracovniky.

Smérnice zdroven reguluje vyuzivani automatizovanych monitorovacich a rozhodovacich
systému. Platformém vyslovné zakazuje zpracovavat ,citlivé” udaje, napriklad informace o emo¢nim
a psychickém stavu pracovnika ¢i jeho soukromych rozhovorech, shromazdovat osobni udaje
pracovnika v dobé, kdy tato osoba nenabizi ani nevykonava praci prostrednictvim platformy
Ci zpracovavat biometrické tdaje pracovnika za G¢elem zjisténi totoZnosti této osoby porovnanim
s biometrickymi tdaji osob ulozenych v databazi.

Uvedené systémy budou podléhat povinnému lidskému dohledu a kazdé dva roky bude nutné
vyhodnocovat jejich dopady na pracovniky. Nezbytné bude také zpracovani posouzeni vlivu na
ochranu osobnich udaja (tzv. ,DPIA“[4]) ve smyslu ¢l. 35 odst. 1 GDPR[5] pri zpracovani osobnich
udaju digitalni pracovni platformou prostrednictvim automatizovanych monitorovacich systému nebo
automatizovanych rozhodovacich systémd.

Kli¢ova rozhodnuti, jako je omezeni nebo ukonceni pristupu k actu ¢i smluvniho vztahu, bude
smét Cinit pouze Clovék. Pracovnici ziskaji pravo na vysvétleni i prezkum rozhodnuti, ktera byla
ucinéna nebo podporena automatizovanym systémem.

Kromé toho budou mit platformy povinnost transparentné informovat pracovniky a jejich
zastupce o tom, jaké automatizované systémy pouzivaji, jaké udaje sleduji a k jakym rozhodnutim
slouzi. Smérnice navic uklada clenskym statim zajistit, aby platformy hodnotily rizika téchto
systému z hlediska BOZP, zejména psychosocialnich a ergonomickych rizik.

Shrnuti a implikace pro praxi



Algoritmicky management predstavuje jeden z nejvyraznéjSich trendu digitalizace prace. Prinasi sice
zefektivnéni rizeni pracovni sily a nové moznosti pro organizaci prace, soucasné vSak klade zasadni
otazky tykajici se spravedlivého zachazeni, ochrany soukromi, bezpecnosti a zdravi pri praci i pravni
jistoty zaméstnancd.

Evropska legislativa v podobé zminované Smérnice o zlepsSeni pracovnich podminek pri praci
prostrednictvim platforem (ale mj. také prostrednictvim tzv. Al Aktu[6]) se snazi tato rizika regulovat
a vymezit zékladni mantinely pro vyuzivani algoritmu v pracovnim prostredi. Pro zaméstnavatele to
znamena nutnost vétsi transparentnosti, zavedeni lidského dohledu nad automatizovanymi
rozhodnutimi a posileni ochrany pracovnikd.

Do budoucna lze oCekavat, Ze inspektoraty prace i soudy budou muset aktivné vykladat nova
pravidla v konfrontaci s praxi platforem a dalSich spolecnosti vyuzivajicich algoritmické rizeni.
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fyzickych osob v souvislosti se zpracovanim osobnich tidaji a o volném pohybu téchto udaju a o
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DalSi clanky:

e Jak funquiji planovaci smlouvy v realnych situacich (1. dil)

* Rozvod? Uz k nému nemusite. Shrnuti podminek, za jakych nebudete u soudu vyslychéni,
dokonce ani nebude nutnéa Vase osobni ucast
o Jaké kliCové zmény prinasi navrh novely stavebniho zékona?

podnikateli
e Pozemkové upravy aneb ,malé” vyvlastnéni
» Nova éra v boji proti nekalym obchodnim praktikdm: Co prinese nové procesni natizeni EU?
e Licence LUC v podnikatelské strategii provozovatelta dron
e Péce rodic¢u po novele od 1.1.2026
o K ukoncovani sluzebniho poméru po novele zdkona o statni sluzbé
o Aktuality z prava internetu: kybernetickd bezpecnost a online feSeni spora
 Zelené standardy pro vystavbu a renovace: jaké povinnosti prinese novéa evropska uprava?
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