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Vezméte, prosime, na védomi, ze text ¢lanku odpovida platné pravni uprave ke dni publikace.

Umela inteligence ve svetle ochrany
soukromi - 2. dil

Pravni limity pro vyvoj a pouzivani umélé inteligence v oblasti marketingu: automatizované
rozhodovani a prava subjektu udaju

Jednim z nejdiskutovanéjsich témat v souvislosti s umélou inteligenci jsou dopady z hlediska ochrany
soukromi a osobnich tdaju. V prvnim dile [k dispozici >>> zde] jsme se vénovali zejména stadiu
vyvoje umélé inteligence a faktorim, které musi vyvojar jakozto spravce osobnich udaju vyhodnotit
predtim, nez ke zpracovéani osobnich tdaju pristoupi. V tomto dile analyzujeme dopady nasazovani
softwaru zaloZeného na algoritmech umélé inteligence v praxi a opatreni, které by spravci osobnich
udajl vyuzivajici umélou inteligenci méli prijmout, aby zajistili soulad s GDPR.

Za nejzasadnéjsi témata pri nasazeni umeélé inteligence v praxi povazujeme (i) obhajitelnost plnéni
smlouvy a souhlasu pro pripustnost automatizovaného rozhodovani, (ii) zajisténi naplnéni zésady
transparentnosti, zejména pro pripad uplatnéni prava na pristup a ve vztahu k derivovanym udajum
a (iii) zajisténi efektivniho vymazu dat po uplynuti retencnich dob.

PIERSTONE

Umela inteligence a automatizované rozhodovani

Ackoli se o Clanku 22 GDPR ¢asto hovori jako o prvni pravni ipravé pro umélou inteligenci, v prvni
radé je treba zdlraznit, Ze nelze klast rovnitko mezi automatizovanym rozhodovanim dle ¢lanku 22 a
umélou inteligenci obecné. Cladnek 22 GDPR upravuje pravo[1] subjektu tdajt nebyt predmétem
vyhradné automatizovaného rozhodovéni s pravnimi nebo obdobné vyznamnymi uc¢inky, nicméné ne
kazdy proces vyuzivajici umeélou inteligenci bude tyto znaky napliovat, tj. bude se jednat o vyhradné
automatizované rozhodovani, které bude spojeno s ucinky podobné zavaznymi jako jsou uéinky
pravni.

Kdy je zpracovdni vyhradné automatizované?
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Kritérium vyhradné automatizovaného zpracovani znamenad, ze k danému rozhodnuti musi dojit zcela
bez lidského zasahu. O automatizované rozhodovani se tak nebude jednat, pokud uméla inteligence
provede selekci a predlozi ¢lovéku alternativy nebo zduvodnéni, na zékladé kterych clovék
rozhodnuti u¢ini. Na druhou stranu vSak nelze tvrdit, Ze jakdkoli pritomnost ¢i dohled Clovéka nad
zpracovanim dat umeélou inteligenci postaci, aby dané zpracovani osobnich tdajua bylo vyjmuto
z pusobnosti ¢lanku 22.

Vzhledem k tomu, ze je uméla inteligence schopnéd pojmout a posoudit najednou mnohem vice
faktorl, mnohem rychleji a ve vétSich souvislostech nez ¢lovék, v mnoha pripadech nebude ¢lovék,
ktery je povéren dohledem nad zpracovanim, schopen realné proces rozhodnuti ovérit a jeho
pritomnost v tomto procesu tak nebude predstavovat vice nez pouhé formélni schvalovéani rozhodnuti
umeélé inteligence. Jestlize je zapojeni ¢lovéka do procesu rozhodovani takto redukovano, je treba
podporit zavér, ze k automatizovanému individuadlnimu rozhodovani skutecné dochazi a ¢lanek 22 se
uplatni.

Jaké tucinky jsou srovnatelné s prdavnimi ucinky?

DalSim faktorem, ktery ovlivni, zda se jednad o zpracovani podléhajici ¢lanku 22, jsou konkrétni
disledky zpracovani umélou inteligenci. Cladnek 22 se uplatni na takové automatizované
rozhodovani, které mé pro dany subjekt udaji pravni Gcinky ,nebo se ho obdobnym zptisobem
vyznamné dotykd“. Priklad takovych obdobnych uc¢inkl nalezneme v recitdlu 71 GDPR:
Lautomatizované zamitnuti on-line Zadosti o uver nebo postupy elektronického naboru bez jakéhokoli
lidského zdsahu”. WP 29 ve svych Pokynech uvadi dalsi priklady: rozhodnuti ovlivnujici finan¢ni
situaci urcité osoby, jeji pristup ke zdravotnim sluzbdm, pracovnim prilezitostem nebo vzdéldvdani. Je
otazkou, zda je za obdobné zavazné dusledky mozné povazovat napr. cileni reklamy podle chovani Ci
predpovidaného chovéni subjektu tdaju nebo rozdilny vypocet ceny sluzby v zavislosti na zpracovéani
udajl provadéném umélou inteligenci.[2]

Na rozdil od problematiky slucitelnosti tcelQ, kterou jsme se zabyvali v prvnim dile [k dispozici >>>
zde], nebude uprava automatizovaného rozhodovani zpravidla prilis relevantni pro samotné vyvojare
umeélé inteligence. Samotny vyvoj algoritmu nebude mit zpravidla pravni nebo obdobné uc¢inky pro
konkrétni subjekty udaju. Naopak spravce udaju vyuzivajici umélou inteligenci pro ucely primého
marketingu, zejména za ucelem personalizace obchodnich nabidek, se bude muset problematikou
automatizovaného rozhodovani zabyvat. Spravce tdaji tak bude muset vyhodnotit, zda jim
provadéné zpracovani mé pro subjekty tdaju uc¢inky podobné pravnim ucinkim.

Jakad ochrannd opatreni je nutné zajistit pri provadeni automatizovaného rozhodovani?

Paklize se c¢lanek 22 uplatni a bude se jednat o automatizované rozhodovani, je nutné, aby
zpracovani osobnich Udaji naplnilo nékterou z vyjimek dle odst. 2, kterymi jsou plnéni smlouvy se
subjektem udaju, souhlas subjektu udaju, nebo pokud je automatizované rozhodovani povoleno dle
prava Evropské unie Ci ¢lenskych statl. Bez ohledu na to, kterd z vyjimek bude aplikovana, je
spravce povinen prijmout vhodnd opatfeni na ochranu prav a svobod subjektu idaju. GDPR uvadi
v odst. 3 ¢lanku 22 vycCet minimdalnich opatreni, kterd je spravce povinen zajistit: pravo subjektu
udaju na lidsky zésah ze strany spravce, pravo na vyjadreni nazoru a pravo vysledné rozhodnuti
napadnout. Nékteri autori tato zakladni opatreni oznacuji za ,algoritmicky spravedlivy proces”.[3]

Nejvice diskutované z téchto tri opatreni je pravo na lidsky zasah. Dle stanoviska WP 29 by spravce
mél zajistit, Zze v pripadé, Ze o to subjekt udaju pozada, bude rozhodnuti podléhajici ¢lanku 22
prezkoumdano odpovédnou osobou, kterd mé pravomoc dané rozhodnuti zménit, pricemz pri
prezkumu musi vzit v potaz vSechny relevantni udaje, véetné pripadnych dodatecné poskytnutych
udaju ze strany subjektu udaji. Nicméné rychlost, efektivita a kapacita u¢eni umélé inteligence
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v mnoha ohledech jiz v soucasné dobé predci lidské vnimani. Pro efektivni lidsky zasah je proto
podminkou transparentnost tykajici se vstupujicich tdaju i principt algoritmu, aby vubec bylo mozné
zajistit prezkoumatelnost rozhodnuti. NejCastéji se v tomto kontextu uvazuje o zavedeni paralelniho
»~manualniho” procesu rozhodovani, ktery by osoby prezkoumavajici rozhodnuti umélé inteligence
mély k dispozici pro ovéreni, zda umeéld inteligence dosla ke ,spravnému vysledku”.

V souvislosti s aplikaci ¢lanku 22 GDPR rovnéz bude stéle ¢astéji diskutovano, zda a v jakém rozsahu
budou skute¢né naplnény atributy vySe uvedenych vyjimek pro automatizované rozhodovani, tj.
plnéni smlouvy a souhlasu subjektu udaju. Vzhledem k jiz existujici diskuzi tykajici se aplikace téchto
tituld dle ¢lanku 6 odst. 1 GDPR, bude spravce tdaju nucen odivodnit, zda a z jakych davodu je
automatizované zpracovéani opravdu nezbytné pro plnéni smlouvy se subjektem tdaji. Pokud bude
automatizované rozhodovani zalozeno na souhlasu subjektu udaju, spravce bude muset zajistit, ze
jsou splnény vSechny pozadavky, které GDPR pro souhlas ukladd, coz muze byt problematické
zejména pro splnéni informacéni povinnosti, jak je rozvedeno nize.

Transparentnost a prava subjektu udaju

Vedle principu minimalizace je transparentnost dalsi ze zakladnich pilifi, na kterych GDPR stoji.
Tato zdsada se projevuje zejména v pravech subjektl tdajl, zejména v pravu obdrzet srozumitelné
informace dle ¢lankdl 13, 14 a 15 GDPR. Clanek 13 upravuje informaéni povinnost ve vztahu
k vstupnim udajum, které spravce ziska primo od subjektu Gdajl, zatimco ¢lanek 14 se tyka udaju,
které spravce neobdrzel piimo od subjektu dajt, tj. zejména derivovanych osobnich tdaji. Clanek
15 upravuje informace, na které ma subjekt udaju pravo, pokud vznese pozadavek na pristup.

Rozsah povinné poskytovanych informaci

Dle vy$e uvedenych ustanoveni maji subjekty udaju pravo nejen na informace, zda jsou predmétem
automatizovaného rozhodovani, ale také na ,smysluplné informace tykajici se pouzitého postupu,
jakoz i vyznamu a predpokladanych dusledki takového zpracovdni pro subjekt udajii“. Je treba
zdlraznit, Ze se spravci nemohou z této povinnosti vyvézat pouhym poskytnutim obecnych informaci
o principech a mechanismech automatizovaného rozhodovani ¢i zjednodusenych duvodech o
vysledku automatizovaného rozhodovani. Jestlize jsou informace poskytovany dle ¢lanku 15 GDPR, tj.
na zadost konkrétniho subjektu udaju, mély by se navic vztahovat ke konkrétnimu subjektu a



konkrétnimu automatizovanému rozhodovani, a predpokladaji tedy vétsi miru detailu nez informace
poskytované pred zahajenim zpracovani dle ¢lanku 13 a 14 GDPR.

Jak ma spravce vysvétlit logiku algoritmu?

Dle stanoviska WP 29[4] je spravce povinen srozumitelnym zpusobem subjektu tdaju vysvétlit logiku
automatizovaného rozhodovani. Nékteri spravci vyjadrili obavu, ze GDPR na zakladé tohoto
ustanoveni vyzaduje, aby subjektum udaju byly zpristupnény zdrojové kédy algoritmu, coz by vSak
zasahovalo do obchodniho tajemstvi a autorskych prav téchto spravct. Nicméné, i kdyby spravci
zdrojové kody k algoritmum subjektim udaji poskytli, nepredstavovalo by to pro vétSinu subjektu
udaju relevantni a smysluplné informace. Vzhledem k tomu, ze i¢elem této povinnosti spravcu je
poskytnout subjektim dostatek informaci, aby byli schopni uplatnit dalsi ze svych prav, napr. udélit
souhlas, vyjadrit nazor nebo podat namitku proti automatizovanému rozhodovani, nebude zdrojovy
k6d pro prumérného ¢lovéka prili§ vyznamny. Spravci tak budou naopak povinni srozumitelné[5]
subjektim udaju vysvétlit, jakd vstupni data jsou pouzivana a z jakych zdroju, jakym zpusobem a na
zadkladé jakého modelu nasledné vznikaji vystupni data.

Pokud bude automatizované rozhodovani implementovano v ramci personalizované reklamy, dobrou
praxi bude implementace tla¢itka ,pro¢ jsem obdrzel(a) tuto nabidku“. Prostrednictvim tohoto
tlacitka by spravce mél vysvétlit, na zékladé jakych informaci tykajicich se daného subjektu udaja
byla vytvorena konkrétni nabidka, stanovena konkrétni nabidkova cena apod., naprt. z jakych zdroja
byly osobni tdaje ziskany, které kategorie tidaji mély na vyhodnoceni nabidky a ceny nejvétsi vliv
atd.

Informacni povinnost a data, kterd uméla inteligence nezavisle ,vydedukuje” ze vstupnich tdajt

V soucasné dobé neni zcela jasné, zda jsou spravci na zékladé pozadavku subjektu udaju o pristup
povinni zpristupnit pouze vstupni data, nebo zda se toto pravo vztahuje také na derivovanda data,
kterd spravce o subjektu tdaju v prubéhu trvani zpracovani dovodil, aniz by mu je subjekt udaja
sdélil. Jak bylo uvedeno vysSe, derivovanych dat muze byt velké mnozstvi a mohou se tykat
nejruznéjsich oblasti zajmu a chovéni subjektu udaji. Ackoli to pro konkrétni subjekt udaju muze mit
znacné odrazujici psychologicky efekt, mél by subjekt udaju ziskat pristup k veSkerym svym osobnim
udajum, kterymi jsou nepochybné i derivovana data. To vSak mliZe byt v rozporu se zajmy spravce,
jehoz obchodni ¢innosti tato data vznikla a jsou tak ¢astecné také vysledkem této Cinnosti. WP 29 ve
svém stanovisku[6] odkazuje na recitdl 60 GDPR a dovozuje, Ze spravce je povinen poskytnout
subjektu udaji takové informace, které jsou nezbytné ,pro zajisténi spravedlivého a transparentniho
zpracovdni”. Lze se tedy domnivat, Ze spravce postupujici v souladu s timto pozadavkem bude
povinen zpristupnit subjektu udaju i veSkeréa derivovana data.

Dopady vymazu nékterych vstupnich tdaji

V souvislosti s umélou inteligenci maze byt problematické také dodrzovani reten¢nich dob a prava na
vymaz dle ¢lanku 17 GDPR. Jestlize uplyne stanovena doba uchovani vstupnich udaji nebo subjekt
udaju pozada o vymaz svych daji, je spravce povinen dotené osobni udaje z data setu odstranit,
resp. odstranit identifikatory osobnich tdaju a zpracovavat data derivovana umélou inteligenci
v anonymizované podobé. Ackoli uplynuti retenéni doby ¢i odvolani souhlasu nema vliv na
predchazejici zpracovani vstupnich tdaji, uplné odstranéni identifikator derivovanych dat v ramci
umeélé inteligence nemusi byt mozné, resp. nelze zajistit, ze uméla inteligence tyto identifikatory
zcela ,zapomene”.

Zv1asté problematické to muze byt v pripadé zvlastnich kategorii osobnich udajl. Jako priklad
uvadime zpracovani hlasovych udaju prostrednictvim virtualniho asistenta Alexa vyvijeného



spolecnosti Amazon. I kdyz dojde k odstranéni puvodnich vstupnich udaju, na zékladé kterych se
Alexa naucila rozpoznévat hlasy, jazyky ¢i dialekty, zustavaji poznatky a zavéry Alexy nedotCeny a
hlas dotCeného subjektu tidaju muze byt pro Alexu nadéle rozpoznatelny.

V teoretické roviné se nabizeji dvé potencidlni moznosti zajisténi celkové anonymizace derivovanych
dat, které vSak v praxi budou zpravidla tézko proveditelné. V prvni radé muze spravce umélou
inteligenci ,precvi¢it” na zakladé upraveného data setu. To vSak znamend opakovani celych rad
zpracovatelskych operaci, coz je ekonomicky velmi narocné, zejména s ohledem na neustalou
aktualizaci vstupnich data setd v zavislosti na béhu retenc¢nich lhut. Druhou mozZnosti je upraveni
vysledného modelu, tedy odstranéni vazeb mezi modelem a vstupnimi daty (tzv. ,machine
unlearning”), coz v$ak pri aplikaci souCasnych technologickych postupt zatim ve velkém méritku
neni mozné. Vyvoj postupu pro tpravu vyslednych modelu je teprve na zaCatku a nelze oc¢ekavat, ze
o0 nich Ize uvazovat jako o rychlém reseni pro dodrzovani retenc¢nich dob.[7]

Vzhledem k vySe uvedenému, i pres dodrzovani retenc¢nich dob a disledny vymaz osobnich tdaju ze
vstupnich data set(i, existuje reziduélni riziko, Ze v algoritmech umélé inteligence budou zlstévat
stopy po vymazanych vstupnich osobnich tdajich. Tato skutec¢nost je v sou¢asné dobé diskutovana
zejména v souvislosti s tzv. inverznimi utoky, jejichz ucelem je prinutit umélou inteligenci pod
néatlakem ,vypustit” idaje ze vstupnich data sett. Z nékterych experimentu se zd4, Ze je mozné timto
zpusobem z umélé inteligence ziskat pravé vysSe popsané identifikatory derivovanych dat a bude tak
nutné prijmout opatreni, aby se umeéla inteligence nestala snadnym tercem hackerua[8].

Prdvo na prenositelnost

V neposledni radé je nutné zminit, Ze Gidaji zpracovavanych umélou inteligenci se zpravidla bude
dotykat i pravo na prenositelnost za predpokladu, ze je zpracovani zalozeno na plnéni smlouvy nebo
na souhlasu subjektu tdaju. V této souvislosti je zasadni otdzkou, zda bude spravce v pripadé
pozadavku na prenositelnost povinen predat jinému spravci také derivovana data a tim padem de
facto potencialné poméahat konkurentovi. Dle ¢lanku 20 odst. 1 GDPR mé subjekt udaja pravo na
prenositelnost ve vztahu k udajim, které ,poskytl sprdavci“. V souladu se stanoviskem WP 29[9] vSak
derivovana data zpravidla nebudou povazovéana za osobni udaje, které subjekt ,poskytl spravci®,
jelikoz spravce udaji tato data ziskal z jiného zdroje, nez je subjekt Gidaju. Lze tedy podporit zaveér,
Ze pravo na prenositelnost se pravdépodobné nebude vztahovat na zavéry, které uméla inteligence
na zakladé predvolby zakaznika nasledné dovodila (napt. o mozném budoucim nédkupnim chovani
zakaznika e-shopu).

Cesta vpred?

Umeéla inteligence a dalsi technologie se v soucasném svété vyviji natolik rychle, ze témér neexistuji
limity toho, co mohou dokazat. Stale ¢astéji jsou tyto technologie schopny dokazat vice, nez si bézny
subjekt udaju muze predstavit. Méli bychom si proto klast otdazku, co chceme, aby tyto technologie
dokazaly. Je treba urcit zakladni smérovani a stanovit mantinely, zejména z hlediska respektovani
zékladnich lidskych prav. GDPR v tomto smyslu prinesla mnoho uzite¢nych konceptu, které vyvoj
umélé inteligence skutecné do jisté miry omezuji nebo zpomaluji, ale nikoli bezduvodné. Cenou
technologického pokroku a vyvoje nemuze byt ztrdta soukromi a osobnostni sféry ¢lovéka.
svobodou podnikani, budou obhajitelnost tituli, na kterych je automatizované rozhodovani zalozeno
(tj. pInéni smlouvy ¢i souhlas subjektu daji), zdsada transparentnosti zajisténi efektivniho vymazu
dat po uplynuti retencnich dob.

Pokud vas problematika umeélé inteligence zajima, sledujte novinky na www.pierstone.com a
https://cz.linkedin.com/company/pierstone, kontaktujte nas na jana.pattynova@pierstone.com nebo
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teodora.draskovic@pierstone.com nebo se pripojte k ¢innosti Komise pro inovativni sektor v ramci
Spolku pro ochranu osobnich udaja.

Mgr. Teodora Draskovic¢

PIERSTONE s.r.o0., advokatni kancelar

Perlova 371/5
110 00 Praha 1

Tel.: +420 224 234 958

[1] V souladu se stanoviskem WP 29 k automatizovanému individualnimu rozhodovani pro ucely
narizeni 2016/679 ze dne 3. 10. 2017 ve znéni naposledy revidovaném a prijatém dne 6. 2. 2018, k
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dohodnout?

* Rozhod¢i nélezy vydané ruskymi rozhod¢imi soudy a jejich uznéni a vykon na uzemi EU

e Byznys a paragrafy, dil 27.: Import vybranych vyrobki a spotiebni dané
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o Predbézné opatreni jako nastroj ochrany vlastnika nemovitosti

 Povoleni kamerového systému s identifikaci osob na letisti

e Environmentdalni tvrzeni spolecnosti v hleddcku EU: Jak se vyhnout greenwashingu a obstat v
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