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Vezméte, prosime, na védomi, ze text ¢lanku odpovida platné pravni uprave ke dni publikace.

Umela inteligence ve svetle pandemie
COVID-19 a potreba jejiho urychleného
legislativniho ramce

Soucasna krize zapri¢inéna pandemii COVID-19 vyvolala radu otdzek a prinutila se zamyslet nad
radou témat, ktera byla do dnesni chvile opomijena, resp. odkladana na pozdéji. Jednim z takovych
témat je i rozvoj digitalni technologie, zejména pak rozvoj umélé inteligence (dale jen "AI"), ktera ma
vSechny predpoklady stat se hlavni technologii budoucnosti a do které se bohuzel porad jesté
zejména v EU neinvestuje tolik penéz a tusili, kolik by bylo potreba.

Technologie Al

Co je to vlastné to Al, o kterém tu hovorime? Vétsina lidi tento pojem slySela, ale malokdo dokaze
definovat, o co se presné jedna. Jisté svétlo k pochopeni tohoto pojmu prinasi nova a zaroven prvni
definice Al v legislativnich textech EU. Definice Al byla pivodné vytvorena Evropskou komisi, ale
nésledné byla upresnéna speciélné vytvorenou skupinou odbornikd na trovni EU pro potfeby Al, tzv.
"High-Level Expert Group on Artificial Intelligence". Samotna definice zni (laicky prelozeno) néjak
takto:

,Systémy umélé inteligence (Al) jsou softwarové (pravdépodobné i hardwarové) systémy navrzené
lidmi, jez dosahuji stanoveného komplexniho cile, jednaji v hmotném nebo digitdalnim rozmeru tak, ze
vnimaji své okoli skrze sbér dat, interpretuji nashromdzdénd strukturovand nebo nestrukturovand
data, uvazuji nad védomostmi, nebo zpracovdvaji informace odvozené z téchto dat a rozhoduji o
nejlepsich postupech k dosazeni daného cile. Systémy AI mohou pouzit bud symbolickd pravidla,
nebo se naucit numericky model, mohou také upravit své chovani analyzou zmén v okoli
zapricinénych jejich predchozim chovdnim.” [1]

Dle vyse uvedené definice lze tedy Al vnimat jak ve formé hmotné (napr. Al robot, Al auta, Al drony,
apod. - skladajici z hardwarové i softwarové slozky), tak i digitalni (pocitacovy program - software).
Spolecné pro obé formy Al je to, ze na rozdil od jejich technologickych predchudca budou nejen
naprogramovany pro urcity ukol, ale budou se moci na zakladé prijatych dat ucit a vyvijet, ostatné
tak to délaji v prubéhu svého zivota i samotni lidé (i kdyz ne vSichni se ze svych chyb dokazi poucit
tak jako AI). Tam, kde se v definici (posledni véta) hovori o "tupraveé zmeény chovdni analyzou svého
okoli" se ma na mysli nejvyspélejsi druh Al. Pod tim si muzeme predstavovat zejména roboty (ale
nejenom je) zaloZené na Al, kteri jiz dokézi porozumét myslenkdm a emocim cloveéka a na zakladé
toho prizpusobit své nasledujici chovani. Jeden priklad za vSechny je priklad robota ze zndmého
filmu "Termindtor 2 - Den zuctovani", v hlavni roli s Arnoldem Schwarzeneggerem, ve kterém sice
robot byl naprogramovan na urcity tkol (ochranu osoby), ale jiz sdm uvazoval a ¢asem dokdazal
pochopit city Clovéka a na zakladé toho adekvatné reagovat

.....

vytvéareni personalizovanych specialnich nabidek. Je rovnéz integrovano do tzv. CRM (fizeni vztaha
se zakazniky) a marketingovych automatizovanych platforem - strojové uceni totiz dokaze 1épe
analyzovat zpétnou vazbu od zakaznikd, v dusledku ¢ehoz dochézi k lepsim vysledkim v ramci



jednotlivych kampani. [2] Bez toho, abychom se nad tim jakymkoliv zpusobem zamys$leli, pouzivame
Al na denni bazi jiz nyni, napt. platformy na preklad jazykl, generovéni titulka ve filmech nebo
blokovéni spamu v e-mailech. [3]

Al mé& mnozstvi vyhod - dokaze snadno a rychle plnit rutinni tkoly, pracovat neomezené dlouho,
minimalizuje chyby zapri¢inéné lidskym faktorem, muze byt pouzivano kymkoliv, pomoci ndm
vylepsSit nase dovednosti, ucinit nas produktivnéjsimi a dokonce i pomoci zit zdravéji a déle

(algoritmy nahradi vyzivové poradce, kouce, apod.).

I presto, Ze Al mliZe v hodné vécech pomoci, miZe také napachat hodné skody. Skoda mizZe byt bud
podstatna (bezpecnost a zdravi jednotlived, véetné ztraty na zivotech, $kody na majetku), ¢i méné
podstatna (ztrata soukromi, omezeni prav na svobodu projevu, ztrata lidské dustojnosti, diskriminace
- napriklad pri pristupu k zaméstnéni). Tak i onak s ni muze byt spojend cela rada rizik.[4]

Tato rizika mohou vyplyvat z nedostatkl v celkové konstrukci systémi Al (véetné dohledu ze strany
¢lovéka) nebo pouzivani dat bez uprav potencialnich zkresleni (napr. systém je $kolen pouzitim udaju
pouze nebo zejména od muzu, coz mize vést ke zkreslujicim vysledkiim ve vztahu k Zenam).

Vyse uvedené Skody, které muze Al napachat, prameni ze souCasného nedostate¢ného legislativniho
ramce, kdy soucCasna legislativa neni pripravena na pouziti podobnych systémi v praxi, resp. jejich
definovéni, stanoveni pravnich mantinel pisobnosti, ur¢eni odpovédnosti za pripadnou $kodu apod.
Vétsina zakont pri svém vzniku totiz s podobnym druhem technologie nepocitala.

Jako priklad lze uvést odpovédnost za Skodu zpusobenou vadou vyrobku dle §2939 a nasl. NOZ [5].
Budeme-li systém Al povazovat za vyrobek (coz je diskuse sama o sobé), tak v pripadé Skody
zpusobené jeho vadou je legislativa ponékud nejasna. Za normalnich okolnosti totiz lze povazovat
vyrobek za vadny (§2941 odst. 1 NOZ) v pripadé, kdy neni "tak bezpecny, jak to od ného Ize rozumné
ocekdvat se zretelem ke vSem okolnostem, zejména ke zptsobu, jakym je vyrobek na trh uveden
nebo nabizen, k predpoklddanému tcelu, jemuz md vyrobek slouzit, jakoz i s prihlédnutim k dobe,
kdy byl vyrobek uveden na trh." Pri vadé systému Al (napr. pri néjaké chybé v jeho programovani) by
se tedy poskozeny mohl domahat ndhrady Skody pravé podle tohoto ustanoveni zékona (ve spojeni s
§2939 NOZ a pripadné dalsimi) a to na zékladé objektivni odpovédnosti. Problém ale nastava tehdy,
kdy se systém AI samostatné uci, resp. na zakladé prijeti vice dat déla postupné autonomni
rozhodnuti. V daném pripadé by se odpovédna osoba mohla své odpovédnosti zprostit v souladu s §
2942 odst. 2 pism. b) NOZ, stanovujiciho, ze "Povinnosti k ndhradé skody se tato osoba rovnez
zprosti, prokdze-li, Ze lze duvodné predpoklddat s prihlédnutim ke v§em okolnostem, Ze vada
neexistovala v dobé, kdy byl vyrobek na trh uveden, nebo ze nastala pozdéji." To pravé sedi na
pripad, kdy byl systém AI uveden na trh bez jakychkoliv vad, ale v prubéhu Casu a na zékladé svého
uceni a autonomniho chovani dojde k néjaké chybé, ktera zapricini 4jmu poskozenému, resp. Skodu k
nahradé které se ale odpovédna osoba muze zprostit dle vy$e uvedeného ustanoveni NOZ.

Nepripravenost legislativy na moznost efektivniho pouziti této technologie pak byla patrna pri

VIV

CR v dobé pandemie COVID-19 a diisledky chybéjici technologie Al

Aktualnost tohoto tématu v Ceské republice, EU i celém svété se ukazala zejména v dobé
koronavirové krize. Ta totiz poukazala na slabiny zejména v oblasti zdravotnictvi, kde nedostatek

Zivoty lidi.

Prvnim vaznéjSim nedostatkem byla chybéjici legislativa, kterd by umoznila vyuzit umélou



inteligence v praxi. Mam na mysli efektivni zpusob zabranéni $ireni COVID-19 prostrednictvim
zejména specidlnich aplikaci v telefonu sledujicich pohyb lidi, sdélujicich informaci ohledné jejich
zdravotniho stavu a umoznujici na zadkladé téchto dat efektivnéjsi vystopovani potencidlnich
nakazenych. Aplikace vytvorené za timto ucelem vétSinou funguji skrze bezdratovy systém
Bluetooth, kdy jsou vSechna ¢isla mobilnich telefont v dosahu cca 1,5 metru od infikované osoby
ukladana ve specialni databazi (bud v telefonu, nebo externé) pro jednodussi vystopovani
potencialnich nakazenych. Jednotlivé staty pak pristupuji k ziskavani a zpracovani téchto dat
rozdilné [6]:

o Cina - pouZivd QR kédy pro monitorovani zdravotniho stavu a pohybu svych obéantl. Tyto QR
kody musi byt skenovany pred nastupem do jakychkoliv dopravnich prostredku ¢i jakychkoliv
bytovych komplexu;

o Itédlie - pouzivé aplikaci pro sledovéani pohybu svych obc¢anl pro vystopovani téch, ktefi se
dostali do kontaktu s nakazenym;

« Jizni Korea - pouziva aplikaci na pozadi procesu telefonu pro sledovani pohybu svych obcant,
resp. pro vystopovani téch z nich, kteri se dostali do kontaktu s nakazenym. Rovnéz zavedli
pouziti elektronickych naramku pro ty z nich, kteri ignoruji domdci karanténu. Nékteri jedinci
totiz obchazeli pravidla stanovena vladou, resp. nechavali telefony s monitorovacimi
aplikacemi doma a vychézeli ven, i kdyz to méli zakdzano. Odmitnuti ndramku pak znamena
umisténi osoby na izola¢ni oddéleni, naklady na takovy pobyt musi osoba hradit ze svého; [7]

* CR - funguje aplikace eRouska, jenz je soucasti tzv. chytré karantény. Hygienici maji s pomoci
eRousky snadnéji ziskavat kontakty na lidi, kteri byli v kontaktu s pacientem nakazenym
COVID-19. Jak popisuje jeden z autoru této aplikace: ,Aplikace slouzi jako automaticky
notysek, do kterého se zapisuji anonymni ID zarizeni, se kterymi jste prisli do styku. Tento
notysek je uloZen jen ve vasem telefonu a o odesldni hygienée rozhodnete jen vy sami, pokud
vds o to pracovnik hygieny pozadad.” [8]

Zdasadni rozdil mezi pouzivanim aplikaci v jednotlivych zemich je jejich povinnost ¢i naopak
dobrovolnost. Zatimco v Ciné jsou tyto aplikace povinné, v Evropé (tedy i v CR), kde je ochrana
soukromi zékladnim pravem kazdého obc¢ana, dbaji staty a vyrobci aplikaci na vétsi ohleduplnost k
ochrané soukromi. Zde je tudiz pouzivani téchto aplikaci dobrovolné a pro sbér dat a jejich nasledné
odeslani potrebuji souhlas vlastnika. [9]

Evropské staty se timto zpusobem snazi chranit soukromi svych ob¢ant, coz je sice pochopitelné, na
druhou stranu ale vznikaji otdzky ohledné efektivity téchto krokl. Zejména v dobé rozsireni
podobnych nemoci jako je COVID-19, tedy v dobé nedostatku jakéhokoliv efektivniho zptsobu 1é¢by
(resp. vakciny), je potreba brat ohled na dalsi lidska prava, jakymi jsou zejména prava na ochranu
zdravi (Cl. 31 LZPS) a pravo na zivot (¢l. 6 LZPS).

Ochrana soukromi (¢l. 7 LZPS) by pak v takto vyjimecné dobé, jako je tato, neméla byt nadrazena
zdravi a zivotu lidi. Pokud lze totiZz za soucCasné situace omezit svobodu pohybu (¢l. 14 LZPS),
shromazdovani (¢l. 19 ZMPS) a dalSich zakladnich prav, méla by byt moznost (za splnéni urc¢itych
predpokladl - nezbytna doba, proporcionalita a dal$i) omezit i pravo na soukromi, které se od vyse
uvedenych prav zasadnim zpisobem nelisi.

Nedostatkem postupu evropskych stati je i zplsob zpracovani dat. Napf. v CR to maji za tkol
provéreni hygienici, jen ti maji pristup k zabezpecenému rozhrani pro zpracovani prijatych dat.[10]
Takovy systém muze dobre fungovat jen v pripadé, kdy ho vyuziva mensi skupina uzivatell a kdy je



pocet nakazenych nizky. Pokud by bylo nemocnych daleko vice, resp. tyto aplikace by pouzivalo vice
osob, naprt. alespon 10% populace, osoby (v daném pripadé povéreni hygienici) obhospodarujici tuto
aplikaci by byly neimérné pretizeny, coz by v dusledku mohlo stat zivot velkého poctu lidi. Zde vidim
velky prostor pro vyuziti Al, které by bylo schopno zpracovat ve velké rychlosti i vétsi mnozstvi dat a
urcit diagndzu jednotlivych pacient (a jeho nejblizsiho okoli) v pomérné kratkém cCase.

Samozrejmé, ze mnohem efektivnéjsi by tato technologie byla, v pripadé splnéni urc¢itych okolnosti,
kdyby byla povinna celoplosné, tedy povinné nainstalovana na vSech zarizenich. Tato moznost by ale
za soucasné ochrany lidskych prav pripadala v Gvahu jen pri velmi vysoké hrozbé (daleko presahujici
hrozbu, ktera byla nyni), a navic pri splnéni dalSich pozadavku jako je sbér jen nejnutnéjsich udaju,
jejich Sifrovéani apod. Na tomto misté totiz musime neustéale myslet na vyvazovani dvou protipdlu -
ochrany zdravi (prip. zZivota) a ochrany soukromi. Legislativa by se pak de lege ferenda méla
takovym moznym situacim prizpusobit.

VIV

hackertll na ¢eské nemocnice a dal$i strategicka cile. Slo zejména o nemocnice v Olomouci, Ostravé a
Pardubickém kraji, utoka Celilo rovnéz ministerstvo zdravotnictvi a Leti§té Vaclava Havla.[11]
VétSinou jde o utoky skrze vydéracské programy nachdzejici se v priloze e-mailu, které se snazi byt
co nejvice duvéryhodné, a donutit tak zaméstnance téchto zarizeni je otevrit. Nasledkem toho muze
dojit dokonce k ochromeni zarizeni (napr. nemocnice) na nékolik dni, coz by, zejména v dobé krize
COVID-19, predstavovalo obrovské riziko s nedozirnymi dopady na zdravi obéanti CR. [12]

Tomu by mohlo zabranit Al, které ma velky potencial zménit pohled na kybernetickou bezpecnost.
Systém zalozeny na Al funguje obecné recCeno tak, ze zaklada kritérium ,normalniho” chovani.
Kdykoli pak néjaka udalost nebo krok nebude odpovidat ,norméalnimu” chovani, software o tom
informuje podporu IT, tedy fyzické osoby odpovédné za kybernetickou bezpecnost, a oznaci ohrozena
zatizeni, uCty, soubory nebo sité. Al se postupné uci na zakladé vlastnich zkuSenosti a casem se
stava presnéjsi v detekci potencidlniho nebezpeci. Algoritmus v pozdéjsSim stadiu pak dle
predpokladu nebude vyzadovat ani lidsky dohled. Velkou vyhodou tohoto systému je, Ze data a
bezpecnostni postupy, které Al pro ochranu instituce nashromazdi, bude pravdépodobné ve stejném
rozsahu mozné pouzit i pro ochrany dalSich instituci. [13] Muze tudiz vzniknout centralni statni
systém pro ochranu vSech nemocnic a dal$ich strategickych cilt, kdy jiz nebude potreba kontrolovat
oddélené sektory samostatneé.

V této oblasti muze tedy Al velmi pomoci, ale taky velmi uskodit. Nelze totiz zapominat na to, Ze
podobny systém mohou ¢asem vyuzivati samotni hackeri. Pokud by se jim podarilo vyuzit tuto
technologii pro utoky na civilni cile, mohl by se z velkého pomocnika stat nebezpecny nepritel - Al
dokaze kreslit obrazky, upravovat fotografie lidi dle jejich predpokladaného stari, psat na takové
urovni, aby dokazalo zaméstnance presvédcCit o pravdivosti svych tvrzeni, dokdze najit chyby
v bezpeCnostnim systému a rovnéz se kazdym tGtokem enormni rychlosti zlepsuje. [14]

Dokonce jiz existuje pripad pouziti takového systému Al v praxi. Pred necelym rokem doslo
k jednomu pozoruhodnému pripadu deepfake [15], kdy zloCinci vygenerovali software zalozeny na
Al, aby replikovali hlas generdlniho reditele jedné nejmenované energetické spolecnosti ve Velké
Briténii. V tomto pripadé si podrizeny myslel, ze telefonuje se svym nadrizenym, generdlnim
reditelem némecké materské spolecnosti, ktery mu naridil poslat 220 000 EUR jednomu
madarskému dodavateli, to vSe pod podminkou urgentnosti a pozadavku, aby platba probéhla do
hodiny. [16]

Vyse uvedeny utok byl sice vyjimecny, ale presto dulezitym varovnym signalem pro staty, ze v blizké
budoucnosti miuzeme oc¢ekavat vice utoku s podporou Al. S pomoci Al lze totiz vytvorit efektivniho
utocnika, ktery bude trpélivy, inteligentni, nezavisly a neunavny, ktery jen bude cekat na svoji



prilezitost. Proti Al uto¢nikovi bude velmi tézka obrana, mlze utocit na vice mistech najednou a
soucasny zpusob kybernetické obrany by jen stézi stihal Celit vSéem tGtokiim naraz.

Dobrou zpravou je, Ze vytvoreni automatického programu je velmi komplikované. Algoritmus Al neni
tzv. ,user friendly” (uzivatelsky privétivy) a hackersky néstroj vyzaduje vyssi odbornost Al.
Dovednosti jsou v souc¢asné chvili v tomto oboru nedostatec¢né a to i na odborné irovni, nemluve jiz o
hackerském prostredi. Je tedy velka pravdépodobnost, ze prvni pokroky v podobnych utocich budou
ucinény na trovni statl a v zajmu jejich cilu.

Zde je na misté ukazat jeden priklad (pravdépodobné statem rizeného) Gtoku a fatdlnich dusledkua,
ktery takovy utok mize mit pro napadené staty. Pred néjakou dobu Celili uspé$nym utokiim hackera
nejvetsi poskytovatelé zdravotni péce v USA. Jednalo se o nasledujici poskytovatele - Primera, Care
First a Anthem. Utoky byly zavaZné zejména kviili tomu, Ze pacienty téchto poskytovateld bylo
mnoho federédlnich zaméstnancu. Ihned poté nasledovalo hacknuti americké spolecnosti Lockheed
Martin (jde o vojensko-prumyslovou spolec¢nost) a nezavislé agentury federalni vlady USA - oddéleni
lidskych zdroju (Office of Personnel Management), ktera méa ve Spojenych statech na starosti
bezpecnostni provérku 5. urovné. Dusledkem ttoku byla ztrata otiska prst a osobnich tdaju tisice
lidi. Predpokladalo se, Ze data byla ukradena nékterym ze statl. Tato domnénka se zaklddala na
skutecnosti, ze se ukradend data neobjevila na ,dark webu” [17], kde je utoCnici vétsinou prodévaji
tretim osobam. Drzitelé téchto dat méji nyni pristup k rozsahlé databézi zaznamu o zdravotni péci,
zdznamum HR, federédlnich bezpecnostnich kontrol a jejich pozadi a mimo jiné i udaju o dodavatelich
vyse uvedenych spolecnosti a organizaci.

Zpracovani dat do urcitych vystupt k primému praktickému pouziti by bez Al zabralo velmi mnoho
casu. Program na bazi Al by vsak mohl propojit jednotliva data tak, aby z toho vznikl prehledny
vystup udaju o jednotlivych osobach, resp. cilti na které by byl mozny dalsi Gtok. Zpracovanim dat lze
propojit informace o rodinach osob, jejich zdravotnich problémech, prezdivkach, federalnich
projektech, na kterych se podilely nebo podileji. Rozsah Skod pri vyuziti téchto informaci je
nedozirny. [18]

Vyse uvedené praktické hrozby, kterym pravdépodobné budou celit vSechny staty, podporuje
myslenku nutnosti urychleného pokroku ve vyvoji této technologie a jejiho legislativniho ramce a ze
jiz vCera bylo pozdé. Schopnost pouziti AI pro obranu je totiz véc, kterou budou tymy zabyvajici
kybernetickou bezpecCnosti v nejblizsi dobé velmi potrebovat.

Soucasny stav legislativy Al v EU

Technologicky rozvoj je nezastavitelny a kdo se v tomto sektoru Al prosadi jako prvni, bude mit
ohromny naskok. Toto si uvédomila i Evropska unie, kterad se oficidlné zacala zamérovat na tento
sektor technologie v roce 2017, kdy Evropska rada vyzvala Evropskou komisi k polozeni zakladu
spolec¢né legislativy EU tykajici se Al. Zaujala pritom stanovisko, ze v dané otdzce musi byt
postupovano spolecné, vysledkem by tedy mélo byt vypracovani jednotné legislativy pro vSechny
staty EU. [19]

Komise reagovala na vyzvu Rady 25. dubna 2018 zverejnénim strategie IA, coz zapricinilo
exponencialni narust zdroju EU vyclenénych na rozvoj projektt IA (témér 1,5 miliardy EUR mezi lety
2018 a 2020) s cilem do budoucna zpristupnit tyto technologie v rdmci EU Siroké verejnosti. [20]
Timto krokem EU zapodéala soupefeni se zemémi jako USA, Cina, Japonsko a dal$imi, které jiz
néjakou dobu upiraji sviij pohled k této technologii. Problém vSak spociva v tom, ze EU jesté porad
neinvestuje tolik, kolik by bylo treba. Vezmeme-li napriklad pocatecni investice do této technologie
v EU (cca 3,2 miliardy EUR v roce 2016) a srovnavame-li ji s investici za stejné obdobi v Severni
Americe (12,1 miliard EUR) a v Asii (6,5 miliard EUR), nejsou investice EU jesté na takové hodnoteg,



abychom mohli rici, Ze stojime u pomysiného kormidla jejiho rozvoje. [21]

Na druhou stranu ale nelze EU uprit snahu s timto stavem néco délat. V souladu s vySe uvedenou
strategii Al prijala Komise koordinovany plan na podporu rozvoje a vyuzivani Al v Evropé. [22]
Komise také navrhla od pristiho programového obdobi 2021-2027 investovat do Al nejméné 1
miliardu EUR ro¢né z programu Horizont Europe a Digital Europe. Narizeni o ochrané osobnich
udaju (GDPR) by se pak mélo stat dulezitym prvkem zajisténi duvéry Siroké verejnosti v Al. Duvéra
verejnosti je dle Komise obzvlasté potrebnd, pokud jde o zpracovani zdravotnickych dat pro aplikace
rizené Al. Al totiz funguje na principu - ¢im vice dat obdrzi, tim lepsi je funkcionalita jejiho systému.
VSe je zalozené na tom, ze Al vytvori vzory chovéani na zakladé dostupnych dat, a pak tyto vzory
pouziva na nové prijata data, a tim se postupné vylepsuje. Po néjakém case tyto algoritmy mohou
klasifikovat subjekty (napr. pacienty v nemocnicich), které nikdy nevidély, s presnosti presahujici
znalosti lidskych odbornikt. Pristup k datiim je tedy zasadni pro vyvoj Al [23]

Prijeti spole¢né legislativy Al nabralo dalsi smér publikaci tzv. ,White Paper o AI“, dne 19. Gnora
2020 (dale jen "White Paper"). Verejna konzultace zahajena Komisi skoncila 19. kvétna 2020, kdy
byly Komisi predlozeny navrhy a pripominky, jak dale podporit vyzkum a vyvoj Al, vylepSit povédomi
o Al mezi evropskymi malymi a stfednimi podniky a poskytnout zakladni prvky legislativniho rémce
tykajiciho se Al. Podle nazoru Komise mohou systémy Al pomoci EU pri reseni soucasnych socialnich
problému jako je boj proti zméné klimatu, ochrané demokracie a boj proti zloCinu. To vSe bez
zanedbavani dodrzovéani zakladnich lidskych prav jako je lidska dustojnost a ochrana soukromi
jednotlivcn - zejména pak v oblasti predstavujici vysoké riziko. Systémy Al by mély dle Komise byt
obecné povazovany za vysoce rizikové na zakladé toho, co je v sdzce, resp. zda odvétvi jeho pouziti i
zpusob provedeni predstavuji ve svém souhrnu vyznamné riziko, zejména z pohledu ochrany
bezpecnosti, prav spotrebitele a zédkladnich lidskych prav.[24]

Pokud bychom se zameérili na odvétvi zdravotnictvi, o kterém jsme hovorili vySe, White Paper se
primo vyjadruje o tomto odvétvi jako o vysoce rizikovém. To by samozrejmé mélo byt zohlednéno pri
jakékoli budouci regulaci. Nasledné upresnuje, ze pri vyuziti Al v rizikovych oblastech musi byt
splnény body specifikované nize:

« dodrzovani pozadavka na shér a vyuziti dat;

e dodrzovani obsahu uchovéavanych tudaju a zaznami;
* poskytovani informaci o pouziti Al;

 dodrzeni technické robustnosti a presnosti systému;
e lidsky dohled;

e dodrzovéni zvlastnich pozadavka na urcité konkrétni aplikace Al, jako jsou napriklad ty, které
se pouzivaji pro ucely vzdalené biometrické identifikace.

vvvvvv

jindy propagovat, posilovat a hajit hodnoty a pravidla EU a zejména pak prava obcanu vyplyvajici z
prava EU. Mimo jiné se tim mda na mysli zaméreni na zajiSténi primérené ochrany soukromi a
osobnich udaju pri pouzivani produktt a sluzeb podporujicich Al

V dobé pred pandemii COVID-19 by se nad vyse uvedenym asi nikdo nepozastavoval, ale soucasna
krize ukézala, ze ve vyjimecné dobé je potreba balancovat mezi ochranou soukromi a pravem na
ochranu zdravi, resp. pravem na zivot. Pozoruhodné je téz to, ze Komise pred samotnou publikaci



White Paper nevzala v ivahu soucasnou situaci ve svété (resp. zejména vyse uvedené vybalancovani
prav). V dobé vydani dokumentu se jiz COVID-19 §iril a na zakladé jedndani jednotlivych statu bylo
mozné ucinit alespon néjaké zavéry pro futuro.

V dusledku nekoordinovaného postupu EU dochézi k individudlnimu a nékdy chaotickému postupu
jednotlivych statu, které sice prozatim vice ¢i méné dodrzovaly pravo na soukromi pri vytvareni
jednotlivych opatreni pri sledovéani svych ob¢ant, ale to se muze rychle zménit s pripadnou druhou
vinou nékazy, ktera by mohla prijit na konci 1éta. Pravo na soukromi totiz bude dodrzovano jen do té
doby, dokud nebude ohrozen vétsi pocet lidi (zejména jejich zdravi a zivoty). Pokud by byla pripadna
druha vlna silnéjsi nez predchozi, nelze vyloucit masivnéjsi zkouseni technologie Al v dané oblasti,
bohuzel ale jiz bez jakéhokoliv harmonizovaného postupu a s rozdilnym pristupem k pravim na
dodrzovani kterych jsou zalozeny hodnoty EU.

Zavérem lze konstatovat, ze soucasna koronavirova krize nam v této oblasti otevrela oci. Jiz
ted je zrejmé, ze urychleni vyvoje legislativy a rozvoje AI v EU by mélo byt pro EU prioritou
cislo jedna. EU by méla v této otazce postupovat rychle, koordinované a soudrzné.
Jednotlivé staty totiz nemohou dosahnout potrebného pokroku a konkurovat svétu bez
spolecného postupu v ramci celé EU. Jen spolecnym postupem lze totiz dosahnout vyvoje
technologie a legislativniho ramce na takové urovni, aby se v ni EU stala svétovym lidrem.
Nasledkem nerizeného postupu v ramci EU muze dojit k predem prohrané bitvé s tretimi
mocnostmi (resp. staty i hackery), které tuto technologii pouziji drive. To muze vyustit
v masivni unik dat z jednotlivych stati EU, uspésné napadani jejich dulezitych civilnich
cili, ochromeni v urcitych oblastech, v nejhorsim mozném scénari, obétech na civilistech
v dobé pandemie, ochromeni jejich ekonomické infastruktury, zhorseni ekonomického
stavu spolecnosti, nepokojum a celkové Spatné zivotni urovni. Abychom zabranili tomuto,
mozna pro nékteré, ponékud prehnanému a katastrofickému scénari, musi jednotlivé staty
EU pochopit, ze tato technologie je technologii budoucnosti. Nesmi opomijet jeji zavaznost
a musi pracovat spolecné a urychlené na jejim legislativhim ramci a celkovém vyvoji tak,
aby zajistily bezpecnost nejen svych obcanu ale i celé EU.

Mgr. Ruslan Popov,
advokatni koncipient
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