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Vezméte, prosime, na védomi, ze text ¢lanku odpovida platné pravni uprave ke dni publikace.

Vliv umeéle inteligence na zamestnavani a
pracovni pravo

V dusledku pokroku na poli vyvoje umélé inteligence (,UI“) se nam pred o¢ima za¢ind proménovat
svét. Dopady jiz nyni zac¢inaji byt vidét i v oblasti lidské prace a zaméstnavani. Lze vSak oCekavat, ze
v dohledné dobé tyto zmény budou skutecné hluboce transformativni a dotknou se témer kazdého z
nas. Nepochybné bude predmétem verejného zajmu chtit tyto dopady uchopit, respektive jim
predchdzet tak, aby uméld inteligence slouzila lidstvu ve prospéch a nikoliv naopak.

Je zjevné, Ze touto proménou projdou i pravidla, ktera si spolecnost pro vykon prace vytvari, tedy jak
vnitrni pravidla a postupy na pracovisti, tak zejména regulace této oblasti ze strany statu pomoci
predpist pracovniho préva a socidlniho zabezpeceni.

V tomto prispévku se podivame na to, jaké zmeény Ize pravdépodobné v horizontu nejblizsich let
v této oblasti prava oc¢ekavat.

Nékteré z téchto predvidanych zmén nyni nachazeji odezvu v pripravované regulaci. Na urovni EU je
timto néstrojem zejména v breznu 2024 prijaty text Aktu o umélé inteligenci (tj. Narizeni Evropského
parlamentu a Rady, kterym se stanovi harmonizovana pravidla pro umeélou inteligenci (Akt o umélé
inteligenci) a méni urcité legislativni akty Unie, na jehoz findlni jazykové verzi se pracuje), ktery si
klade za cil mimo jiné ,zachovat hodnoty Unie a tudiz podporovat inovace a zaméstnanost”. Nékteré
z pruniku tohoto narizeni s oblasti zaméstnavani a pracovnich predpist zminuji nize.

V soucasné dobé 1ze predvidat nasledujici oblasti dopady Ul na praci a potazmo pracovni pravo:
Automatizace, strukturalni zmeény a flexibilita

Vyuziti UI spolu s robotizaci zptusobi automatizaci nékterych pracovnich ukoll a ovlivni poptavku po
urcitych profesich. Nejen manudlni ukony mohou byt nahrazeny stroji, ale i nékteré vysoce
kvalifikované typy prace budou nahrazeny umélou inteligenci.

Nevyhnutelné se tak objevuji diskuse, zda vyuziti UI povede k masové nezaméstnanosti, ¢i naopak
vytvori nové pracovni prilezitosti.

Aktudlné dostupné odborné zdroje se pomérneé lisi jak v odhadu, zda budou vice ovlivnény prave
nizkokvalifikované ¢i vysoce kvalifikované pozice [1],[2], tak v tom, do jaké miry bude pracovni trh
celkové ovlivnén[3]. Nékteré studie zduraznuji, ze dopad Ul na zaméstnanost bude pravdépodobné
asymetricky, nebot ovlivni pracovniky s riznou urovni kvalifikace odliSné[4].

Vyuziti Ul zrejmé povede nikoliv pouze k eliminaci pracovnich mist, ale také ke vzniku novych, ktera
vSak budou vyZadovat nové dovednosti a vyssi uroven vzdélani.

Souvisejicim trendem bude bezesporu dalsi rozvoj prace na dalku a prace na zakazku (tzv. gig
economy), nebot vyuziti Ul podporuje vétsi flexibilitu pri praci.

Zmény ve strukture zaméstnanosti a potencialné rozevirajici se nuzky nerovnosti budou nepochybné
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predmétem verejnych diskusi a vyvolaji pozadavky na regulaci ze strany statu. Jak uvedl nedavno
evropsky komisar pro pracovni mista a socialni prava, Nicolas Schmit, tkolem politik bude zakotvit
systém, ktery zajisti, ze benefity vyuzivani umélé inteligence budou distribuovany spravedlivé[5].

Z pracovnépravniho pohledu tak lze v praxi ocekavat zmény v systémech podpor v nezaméstnanosti,
podporu flexibilniho a prekérniho zaméstnavani (atypické, nestalé pracovni vztahy), napr. pravou
podminek pracovnich smluv, rozvrhovani prace a prace z domova, nebo oziveni diskuse nad otazkou
tzv. nepodminéného prijmu.

Spravedlnost a transparentnost

Vyuzivéani algoritm@ a UI v oblasti vykonu prace a zaméstnavani muze byt velmi kontroverzni tam,
kde narazi na otazku spravedlnosti a zékladnich lidskych prav. Muze to byt napriklad v naborovych
procesech nebo v situacich, kde se hodnoti vykon pracovnikl. Jakékoli algoritmy vyuzivané Ul v
pracovnim prostredi by mély dodrzovat tzv. algoritmickou spravedlnost, tj. zjednodusené by mély
byt transparentni a nemély by diskriminovat Zadnou skupinu, stejné tak by nemély obchazet
svobodnou lidskou vuli a manipulovat s lidskym chovanim.

Demokratizace a relativni dostupnost nastroju pro tvorbu tzv. deepfakes predstavuje jedno
z nejvetsich aktualnich rizik v mnoha ohledech. Pracovisté zaméstnance vSak v tomto sméru nemusi
predstavovat zadny bezpecny pristav. Nastroje, které by zaméstnavatelé mohli vyuzivat k testovani
schopnosti ¢i loajality zaméstnanct, napriklad pomoci video zabérd, online ucta ¢i hlasovych zprav
od ,fale$nych” kolegu, jsou jiz doslova na dosah ruky.

Akt o UI

Na nékteré z vySe uvedenych aspektt UI pomysli Akt o umélé inteligenci. Ten vytvari urcitou
hierarchizaci systému Ul dle jejich rizik a zakotvuje mj. kategorii zakazané Ul a kategorii vysoce
rizikové UI, kterou Ize vyuzivat pouze po splnéni urcitych podminek.

Zakazané jsou vSechny systémy UI, jejichz pouzivani je povazovano za neprijatelné z davodu
rozporu s hodnotami Unie, napriklad v dusledku poruSovéani zdkladnich prav. Akt o UI uvadi
nésledujici vycet charakteristik takovych systémd:

a. Systémy UI, které vyuzivaji podprahovych technik mimo védomi osob nebo zamérné
manipulativni ¢i klamavé techniky vedouci k podstatnému naruseni chovani osob tim, zZe
znatelné zhorsuji schopnost dané osoby c¢init informované rozhodnuti a mohou ji tak
zpUsobit vyznamnou Ujmu,

b. systémy UI, které vyuzivaji zranitelnych mist urcité osoby, vCetné vlastnosti znamych
nebo predpokladanych osobnostnich znaku této osoby nebo skupiny nebo véku,
socialni ¢i ekonomické situace, fyzické nebo dusSevni zpusobilosti s cilem nebo
v dusledku podstatného naruseni chovani této osoby zpusobem, ktery osobé muze zpusobit
vyznamnou Ujmu,

c. biometrické kategorizacnich systémy, které kategorizuji fyzické osoby podle citlivych nebo
chranénych vlastnosti,

d. systémy UI pro hodnoceni socialniho kreditu jedince, v jehoz dusledku je s osobou
nepriznivé zachazeno,

e. systémy biometrické identifikace na dalku ,v realném case” na verejné pristupnych
mistech,

f. systémy UI k posuzovani osob za ucelem posouzeni rizika, zda osoba spacha trestny Cin
nebo opétovné spacha trestny Cin, nebo k predvidani vyskytu nebo opakovani trestného
¢inu nebo spravniho deliktu na zdkladé profilovéani fyzické osoby nebo na zékladé posouzeni



osobnostnich ryst a charakteristik, véetné urceni lokace osoby, nebo minulého trestného
chovani fyzickych osob nebo skupin fyzickych osob,

g. systémy UlI, které vytvareji nebo rozsiruji databaze rozpoznavani obliceje prostrednictvim
vymazavani zobrazeni obli¢eje z internetu nebo kamerovych zaznamd,

h. systémy Ul k odvozeni emoci fyzické osoby v oblasti prosazovani prava, spravy hranic, na
pracovisti a vzdélavacich institucich,

i. systémy Ul pro analyzu zaznamu z verejné pristupnych prostoru prostrednictvim
systému ,zpétné” biometrické identifikace na dalku (pokud nepodléhaji predsoudnimu
povoleni a nejsou nezbytné nutné pro cilené vyhledavani spojené s konkrétnim zavaznym
trestnym cinem).

V oblasti zaméstnavani ve vztahu ke spravedlnosti a transparentnosti by takovym zakazanym
néastrojem mohl byt napriklad umélou inteligenci vytvoreny skoéring divéryhodnosti zaméstnance,
v jehoz dusledku by bylo se zaméstnancem zachéazeno nepriznivé, tj. napriklad by s nim byl
automaticky ukonc¢en pracovni pomeér.

Castéji vSak bude vyuziti UI v oblasti zaméstnavani pravdépodobné spadat do kategorie vysoce
rizikové. Za vysoce rizikové by dle Aktu o UI mély byt povazovany systémy Ul pouZzivané pri
zameéstnavani, rizeni pracovniki a pri pristupu k samostatné vydéle¢né ¢innosti, zejména pri:

e naboru a vybéru osob,

e pri prijimani Ci ovliviiovani rozhodnuti o zahajeni smluvnich pracovnépravnich vztahu,
povyseni nebo propusténi a

e pri pridélovani ukolu na zakladé individualniho chovani, osobnich vlastnosti nebo
biometrickych udaju,

¢ sledovani nebo hodnoceni osob ve smluvnich pracovnépravnich vztazich.

Tyto vysoce rizikové systémy Ul jsou v souladu s pristupem zaloZenym na posouzeni rizik na
evropském trhu povoleny pod podminkou, Ze budou spliiovat urcité zavazné pozadavky a Ze bude
provedeno posouzeni shody ex ante a registrace do databaze EU.

Pro vysoce rizikové Ul systémy bude platit rada dalSich omezeni a povinnosti, zejména
implementace systému rizeni rizik a systému rizeni kvality, pravidla pro zachazeni s daty
(tréninkovymi, testovacimi daty apod.) a pro jejich spravu, technickou dokumentaci a vedeni
zaznamu, transparentnost a poskytovani informaci uzivatelum, lidsky dohled, spolehlivost,
presnost a kybernetickou bezpecnost.

Akt o umélé inteligenci zohlediiuje i specificka rizika manipulace, kterd souviseji s vyuzitim
systému umélé inteligence. Povinnosti transparentnosti se budou vztahovat na systémy, které:

e komunikuji s lidmi;

 se pouzivaji k detekci emoci (neni-li to zakédzano) nebo k urcovani spojeni se (socidlnimi)
kategoriemi na zékladé biometrickych udajii; nebo

¢ generuji obsah nebo s nim manipuluji (tzv. deepfakes).

Pokud osoby komunikuji s takovym systémem UI, musi byt o této skutecnosti informovany. Pokud je
systém UI pouzivan k vytvareni obrazového, zvukového nebo video obsahu, ktery se vyrazné podoba
obsahu autentickému, pripadné k manipulaci s nim, bude existovat povinnost zverejnit, zZe tento
obsah je generovan automatizovanymi prostredky (kromé vyjimek pro legitimni ucely). To umozni
osobam c¢init informovand rozhodnuti nebo se dané situace nezicastnit. Takové povinnosti by se
mohly uplatnit napriklad na specifické nastroje naboru nebo testovani ¢i hodnoceni zaméstnancu.



Ochrana soukromi a osobnich udaju zaméstnancu

Nastroje Ul mohou také zasahovat i do dal$ich prav zaméstnanct, a to zejména prava na soukromi a
ochranu osobnich tdaju, pokud jde o néastroje pouzivané k monitoringu osob nebo pokrocilé analyzy
dat. Dle Aktu o UI takové systémy mohou spadat pod vysoce rizikovou umélou inteligenci.
Zejména to mohou byt nasledujici:

a) systémy UI urcené k pouziti pri naboru nebo vybéru fyzickych osob, zejména pro
umistovani cilené reklamy tykajici se pracovnich mist, kontroly nebo tridéni zadosti, hodnoceni
uchazecu v prubéhu pohovoru nebo testi;

b) systémy UI urcené k pouziti za ucelem prijimani rozhodnuti nebo podstatného
ovliviiovani rozhodnuti, ktera maji vliv na zahajeni smluvnich pracovnépravnich vztahu,
postup v zameéstnani a ukonceni smluvnich pracovnépravnich vztahu, pridélovani ukolu na
zdkladé individualniho chovéni nebo osobnich rysu ¢i charakteristik nebo za ucelem sledovani
a hodnoceni vykonnosti a chovani osob v ramci téchto vztahu.

Prikladem vyuziti takovych technologii v ndborovém procesu muze byt napr. automatizované
vyhledavani, kdy UI muze rychle prohledavat velkd mnozstvi dat a identifikovat kandidaty na zékladé
urc¢itych kritérii, analyza socidlnich médii uchazecu ¢i zaméstnanct, extrahovani klicovych informaci
z Zivotopist a motivacnich dopistl, vyuziti chatbotl pro interakci s kandidaty ¢i testovani dovednosti.

Vyuziti systéml UI k monitoringu zaméstnancu se jevi byt kontroverzni, nebot maze potencialné také
podstatné zasdhnout do prav a soukromi zaméstnancu. Uméla inteligence mize v tomto ohledu
slouzit napriklad k analyze vykonnosti (sledovani ¢asu straveného na urcitych tkolech a identifikace
vzorcu v praci), analyze chovani na pracovisti - napr. k detekci neobvyklych vzorct chovéani, které
muze naznacovat Unavu, stres nebo dalsi faktory ovliviiujici vykon, k monitoringu komunikace,
zajisténi bezpecCnost na pracovisti ¢i predikci odchodu zaméstnancu ze spolecnosti.

Takové systémy bude mozné vyuzivat pouze pokud budou spliovat vSechny pozadavky na vysoce
rizikové systémy stanovené Aktem o Ul (viz pravidla nastinéna v odst. 2 vySe). Mimo to vSak bude
nutné dodrzovat i specifickd pravidla pro ochranu osobnich udaju (na urovni EU GDPR) a
ochranu osobnosti (v CR zejm. Ob&ansky zékonik a Listina zakladnich prav a svobod).

Pravo na informace, konzultace a BOZP ve vztahu k psychickému zdravi

Vedle GDPR lze ze stavajicich prepisit EU ve vztahu k ochrané zaméstnancu pred potencialné
negativnimi vlivy UI vyuzit také Smérnici Evropského parlamentu a Rady 2002/14/ES ze dne
11. brezna 2002, kterou se stanovi obecny ramec pro informovéani zaméstnanct a projednavani se
zaméstnanci v _Evropském spolecenstvi. Tato smérnice zakotvuje pravo na informace a
konzultace, které Ize uplatnit napriklad v pripadé, kdy by vyuziti UI nebo jiného algoritmického
nastroje mohlo vést k podstatnym zménam v organizaci prace[6]. Pravo na informace o tom, jak
funguji automatizované systémy bude také nové zakotveno ve Smérnici Evropského parlamentu a
Rady na ochranu prév pracovniki platforem (zatim ve fazi navrhu).

Jiz podle soucasnych pravidel méli zaméstnavatelé pri zavadéni Ul na pracovisti také provadét
hodnoceni rizik s cilem zajistit bezpecnost a ochranu zdravi pri praci (,BOZP“). BOZP se tradicné
prezkoumava zejména ve vztahu k fyzickym rizikiim hrozicim z usporadani parametra pracovisté a
pracovnich procesu. Zapojeni Ul vSak muze mit podstatné dopady i do psychosocialni oblasti
s ohledem na zcela nové usporadani vykonu prace. Jelikoz pod ochranou zdravi musime rozumét i
zdravi psychické, je na zaméstnavatelich, aby tato rizika pri vyuziti Ul posoudili a nepodcenovali.
Vy$e zminény navrh Smérnice na ochranu prav pracovniku platforem jiz v tomto ohledu na psychické
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zdravi pamatuje a vyzaduje, aby ,digitdlni pracovni platformy pravidelné monitorovaly a
vyhodnocovaly dopad jednotlivych rozhodnuti prijatych nebo podporovanych automatizovanymi
systémy monitorovdani a rozhodovdni na pracovni podminky. Digitdlni pracovni platformy budou
muset zejména vyhodnocovat rizika automatizovanych monitorovacich a rozhodovacich systémi pro
bezpecnost a zdravi pracovnikil platforem a zajistit, aby tyto systémy zadnym zptisobem nevyvijely
nepriméreny tlak na pracovniky platforem nebo jinak neohrozovaly fyzické a dusevni zdravi
pracovniki platforem.“[7]

V Ceském pravu se ochrana dusevniho zdravi jakozto sou¢ast BOZP obecné dovozuje zatim pomérné
tézko[8], Smérnice na ochranu platforem tak bude v tomto ohledu v pripadé jejiho schvéleni a
transpozice do narodniho prava jednou z prvnich vlastovek, miniméalné ve vztahu k pracovnikiim
digitalnich platforem.

Nové vyzvy

Vstup UI do pracovniho prostredi vytvari mnohé nové pravni otdzky. Pracovni pravo bude
pravdépodobné muset véas reagovat na tyto nové vyzvy a zajistit, aby pracovnici byli spravedliveé
chranéni. Mnohem vice nez drive bude treba dbat na transparentnost, etiku a dodrzovani pravnich
norem.

V pracovni oblasti, nové osidlené umélou inteligenci, se jako klicové jevi zachovani lidského rozméru
a zajisténi, aby UI byla nastrojem pro podporu rozhodovani, nikoli ndhradou za lidsky pristup.
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